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Foreword

For over 10 years, a group of professors at the Facultad de Medicina of the Universidad
Auténoma de San Luis Potosi have taken up the challenge of revolutionizing the learning
approach to Clinical Epidemiology. On this journey, we have learned a lot, and we have
made a lot of mistakes, but we believe we have found a way (a small path) that has lead
us to where we are right now: we incorporated critical thinking skills and competencies
in the decision—making process, we scrutinize the conventional schemes of evidence-
based medicine and traditional clinimetry up to adopting a blended model with an active
learning approach by the student. Our intention is to foster the competences in our med
students that will permit them to build up clinical expertise and continue their path
through the transch’)rmation of their skills into a model of adaptive expertise with the
years.

To become an adaptive medical decision-maker, students must create critical thinking
skills and meta-cognitive processes such as reflection and mindfulness, which have to
be mentored. Students need to construct the ability to transfer concepts learned in one
specific context into new contexts and into novel situations. In this trail to expertise,
our students necessarily begin in the analytic mode (System 2 from the two modes of
thinking), because the recognition of patterns of symptoms and signs is not yet possible.
At this point, System 1 from the two modes of thinking, the faster “intuitive” mode, is
minimal. Through repetition and learning, students become more experienced to the
point where basic patterns become familiar and will elicit System 1-based responses.

In order to firmly build their adaptative decision-maker abilities, first students need to
establish an explicit acquisition phase, where processes become embedded in their
cognitive and behavioral repertoires through learning (often over-learning). In this phase
the templates for illness scripts begin to appear. It is in this path, if our students have an
unquestioning, passive attitude, using learning by memory with minimal insight, where
they will accumulate experience, but may not gain expertise (i.e., they can become
experienced non-experts).

However, if they do possess insight, and actively engage with the clinical setting, they may
progress instead toward proficiency and competence, showing efficient and accurate
mastery of concepts to achieve “classic” or “routine” expertise. If we prepare them for
this pattern, they will continue with their independent practice, and they will maintain
a learning approach that develops qualities of the adaptive learning described above.
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This will lead to the accumulation of eprerience with the varied presentations of a
disease, and together with the caEabiIity of adopting innovative approaches toward novel
and atypical cases, may progress beyond routine expertise towards adaptive expertise.

Thisbook, brightly led by a young physician, Jorge Eduardo Guerrero-De Leén, shows the
way to accomplisK all we ozfer the students, but with a special approach: based on active
learning. The student who wants to harvest medical decision skills in his future clinical
Fractice must make his own attempt to fulfill it, and this book will serve as a bridge to
acilitate him to carry it out.

Mauricio Pierdant-Pérez, M.D., MSc



Preface

“Like everything great that has been achieved in this world, this project began with an
idea.”

This is how the Preface of my first book begins, a compendium of questions and answers
about Histology that | made in my first year of professional career, and that in 2015 |
dedicated to a%rnew students of the Mg program at the Facultad de Medicina of the
Universidad Auténoma de San Luis Potosi, my alma mater. Five years later, | have reached
the end of this adventure-filled roller coaster and feel that there is no better introductory
line for the book you are holding.

Since 1936, Social Service has been a fundamental requirement to become a physicianin
Mexico. During this period, the student must integrate and apply the skills and knowledge
acquired in their years of training in order to provide solutions to health-disease issues.
It is in this context that, after an abrupt and unforeseen change that my life took, | was
offered the opportunity to carry out my Social Service under a different modality than
the one | aimed. | would conclude the last year of my MD program at my School, in a
Medical Education-based program.

Education and teaching have been a significant part of my daily life over the last eight
years. In all that time “"Be who you needed when you were younger” has been the
mantra that has allowed me to develop the passion | have for this disciplines.

Medical Education seeks to enhance the teaching-learning process of generations of
physicians based on the principle that health is one of the most treasured public goods,
since it allows us to pursue greater standards of well-being and progress. Training
of human resources still involves providing sufficient tools with which the physician
can acknowledge the demands and conditions that he will encounter throughout his
professional performance within society.

The origins of Epidemiology go back to the initial studies carried out from outbreaks
of infectious diseases or epidemics, conditions where the foundations of the research
methodology were established. Currently, itsinfluence hasreached the clinical area, where
_el_pidemiological and statistical concepts are applied to establish research methodologies.

his gives the trained physician in this discipline the ability to carry out clinical research,
critically appraise studies published in the medical literature, assess the quality of health
care, carry out economic evaluations, and many more.

xi
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Today, the medical information available is particularly extensive, often badly organized,
and with high variability in the quality of their studies. In fact, it is believed that 85% of
research resources are wasted. In recent years, different authors have highlighted the
need to better assess medical literature through afurther detailed analysis of the scientific
research. However, there is no institutional culture where critical and rigorous analysis of
research reports is encouraged. This promotes that doctors in training, as well as those
who study a postgraduate §egree, and even those who already practice medicine have
a feeble critical capacity to appraise the medical literature, making it complex to decide
what information should be incorporated into daily practice.

Despite the vast resources that can be reached with the Internet, there is no concise,
Erecise and useful material with which to acquire the basic knowledge that allows us to
uild up, over time, the ability to critically read scientific literature. This was the startin
point in the creation of this textbook. Although | must point out that no textbook wiﬁ
entirely fit into established academic programs, and that there is no ideal textbook for
teachers, students, or for every teaching-learning situation, these resources provide
many advantages to their readers, one of the most extraordinary being the provision of a

structure on which learning is built.

One of the features that can be questioned about thisbookis why it is written in English.
Debates have arisen in non-English speaking countries over the chosen language of
instruction in Medical Education, whether it has to be the English language or the mother
tongue. As %l'obalization advances, more people become bilingual or multilingual, and
researchers have clearly demonstrated that bilingualism leads to cognitive advantages
over lifespan. When compared to monolinguals, bilinguals are faster in information
processing and conflict resolution in nonverbal tasks. Furthermore, bilingualism induces
experience-related neuroplastic changes in several brain areas such as the frontal lobes,
the left inferior parietal lobule, the anterior cingulate cortex, and in subcortical structures
such as the |eI£ caudate and putamen. These areas are part of the executive control
network and may explain why Eilinguals usually have a cognitive advantage in executive
control tasks over monolinguals.

Physicians and researchers need to learn English, not only because it is the official
language of the largest proportion of scientific literature related to Medicine in all
its disciplines. Literature written in English contains the most up-to-date, current
information that governs the best medical practices worldwide. English is a medium for
teaching and learning, but is also the way to increase the visibility and the international
diffusion of the research work that is done in our country.

Alcina-Caudet stated that “Despite the desire of some researchers to preserve the
Spanish language as a language for the dissemination of their knowledge, it is sometimes
impossible to stop this unstoppable inertia that leads to the use of a vehicular language
other than the mother tongue. Even Ramén y Cajal himself had to give up his e%Forts
to publish the magazine of his Institute in Spanish and went on to publish it in French,
despite his well-known passionate defense OFthe Spanish language.”



Preface xiii

The content of the 35 chapters and two appendices that make up this book is based
on the instructional design of the Clinical Epidemiology course taught to the students
of the MD program at the Facultad de Medicina of the Universidad Auténoma de San
Luis Potosi. It is divided into seven sections that will allow the reader to acquire the
basic tools to improve their ability to make medical decisions based on the appropriate
formulation of a clinical question, carry out an adequate systematic search and retrieval
of information, and to interpret clinical estimators for diagnosis, risk, prognosis and
treatment of diseases in different clinical settings.

| hope and desire for this book to provide a practical, understandable and useful resource
of information that will lead its readers to make appropriate clinical decisions based on
the best available evidence, and consequently firmly impact on the quality of care of the
patients, and in the health of our population.

| cannot finish this Preface without pointing out that nothing would have
been achieved without the sugport, trust and opportunities that my tutor
Amado Nieto-Caraveo, M.D., MSc, gave me, with whom | am and will ever be infinitely
thankful.

Jorge Eduardo Guerrero-De Leén, M.D.
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Chapter 1

Introduction

Learning objectives for this chapter

A. Understand the importance of studying clinical
epidemiology.

B. Understand the importance of critically apprise clinical
evidence.

C. Learn about active learning as a tool to improve your
medical education.

Here is your first “test” question:

Which of the following is your primary goal for this Clinical
Epidemiology course?

a) To learn most of the things related with Clinical Epidemiology.
b) To spend aslittle time as possible studying Clinical Epidemiology.
©) To get a good grade in Clinical Epidemiology.

d) All of the above.

If you answered A, you have the ideal motive for studying Clinical
Epidemiology—and any other course for which you have the same
goal. Nevertheless, this is not the best answer.

If you answered B, here's a simple suggestion: Drop the course,
and your mission is accomplished.

If you answered C, you have acknowledged the greatest short-term
motivator of many students in every School.

If you answered D, you have chosen the best answer.

There is nothing wrong in striving for a good grade in any course,
Lust as long as it is not your mzjor aim. Getting a good grade

elps the grade point average, and all the consequences that this
involves (such as getting a better place to choose where to do your

internship practice).
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But speaking about Clinical Epidemiology, this can lead to serious
problems when you graduate, practice medicine, and do not have
the skills to critically appraise the medical literature, leading to
decisions not entirely based on the strongest evidence available.

There is also nothing wrong with spending as little time as possible
studying this subject as long as you learn the needed amount of
stuff in the time spent. The amount of time required to learn any
subject depends on how you study and learn. Reducing the time
required to complete any task satisfactorily is a worthy objective. It
even has a name: efficiency.

Finally, there is nothing wrong with learning most of the things
related with Clinical Epidemiology, as long as it doesn't interfere
with the rest of your schoolwork, your%'lospital practices, and
the rest of your life. Maintain some balance.

To summarize, the best goal for the Clinical Epidemiology course—
and for all courses— is to learn as much as you can in the
smallest, but reasonable amount of time.

“Clinical Epidemiology: An Active Learning Approach” is a
book designed to provide you with many tools that will be helpful
during the rest of your professional preparation.

If you think Clinical Epidemiology is a tough subject, ask yourself
and respond honestly: “Is it really a complex subject or is it
challenging for me because | have not establisﬁed an ideal learning
method?”

Your honest answer will tell you what to do.

Learning

Throughout life, human beings experience the learning process in
many forms. In this experience, a series of internal and external
factors occur simultaneously that can speed up or hinder the
process.

Learning is a generic term for a diverse number of different
cognitive processes. Its simplest and broadest definition can be
encapsulated as: learning is a change in the state of a system
produced by experience and reflected in behavior.

Learning is closely related to memory. Both terms must be
distinguished from one another because sometimes they are
misused as false synonyms. Memory refers to the states,
conditions, images, or traces produced by the learning process that
record what was learned.



Memory is often referred to as the “engram”, the physical,
physiological, or neural change (embodiment of the stored
information) that occurred when learning took place.

Learning comes in many different flavours, some of which appear
to be the result of very simple neuronal changes and some of
which appear to be inscrutably complex. Whatever they are, an
enormous variety of learning types have been assayed over the
years by researchers in this field, but they all collide in at least nine
different phases intimately linked with each other:

» Motivation: It triggers learning and is driven by the desire to
learn, individual needs, and future prospects.

» Interest: Expresses the student’s intention to achieve some
objective and is intimately linked and conditioned by individual
needs.

» Attention: It is intimately linked with cognitive activities.
Selective orientation of concentration and thought is the main
phenomenon of attention.

» Knowledge acquisition: It is the phase of the learning
process in which the student initially gets in contact with the
contents of a subject.

» Comprehension and internalization: It it involves thinking:
the ability to abstract and understand concepts, as well as
meaningful memory.

— Comprehension is closely related to the critical capacity
of the student. As content is understood, comprehension
helps you judge it, relate it to previously acquired content and
conceptualize the new cases presented.

» Assimilation: The positive aspects of knowledge and
experiences are stored and preserved in the medium and long
term memory, thus affecting your subsequent behavior.

» Application: The behavioral changes originated are usually
strong when they are put into practice or “applied” in new
situations, and have an effective and positive effect, originating
a state of internal satisfaction.

— If you do not apply assimilated knowledge, it generates
frustration and its consequent loss.

» Transfer: Meaningful learning has an effect on previously
assimilated knowledge.

» Evaluation: It allows observing and interpreting the results of
the learning process and provides a starting point that will allow
your process to be redirected, modified or maintained.

Performing these phases will favor the generation of knowledge and
meaningful learning.

Chapter 1| Introduction
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Active Learning

Conceptually, active learning is not an easy target. It is an umbrella
term that embraces a variety of teaching and learning techniques,
and represents a shift away from the exposition instruction that has
a tendency to render learners bored or passive.

With active learning, students take responsibility for their
learning, are actively engaged in building understanding of facts,
ideas, and skills through the completion of instructor directed tasks
and activities. This method emphasizes higher-order thinking
and often involves group work.

Evidence shows that active learning is effective for maximizin
learning, engagement, peer collaboration, and evidence-base
medicine.

The goal of the active learning model is to train students to be
proactive partners in the learning progression: to lean in and
engage. Active learning can include different forms of activation,
such as interaction, social collaboration, deeper processing,
elaboration, exploration of the material and meta-cognitive
monitoring. In addition, the various activities under the concept
of active learning may involve different forms of instruction and are
related to different cognitive processes. This is the basis for the
design of this book.

The Textbook

Textbooks are one of the most important tools in most courses.
Therefore, it is worth taking a few minutes to examine this book and
look for its unique learning aids designed specifically to help you
learn Clinical Epidemiology as efficiently as possible.

Learning objectives for each chapter

Each chapter begins with a list of goals that will tell you what you
must be able to master after you finish studying the chapter. If you
focus your attention on learning what is in these objectives, you will
learn more in less time.

Sidebars

As you might have noticed, the side margins of the pages of this
book are empty. They are intended for you to write in the margins,
draw diagrams, highlight the key points...

In other words, this is your book, do whatever is necessary to help
you fully understand and learn each chapter.



Cognitive bridges

Often in the study of any subject you see some term or concept
that was introduced earlier in the course. To understand the idea
in its new context, cognitive bridges help you to review it as it was
presented earlier.

Add-ons

Sometimes it is necessary to give some extra information in order
to get the full picture of a subject. That's why Add-ons are available
thoroughly the chapters of this book.

Figures and Tables

Based on what we know about brain function and the vast number
of neural connections between different brain regions, leaming is
facilitated when data are presented in multiple sensory modalities.

Visual elements such as graphs, charts, tables, and diagrams
capture your attention, help to augment your written ideas, and
simplify complicated textual descriptions. They will help you
understand a complicated concept or visualize trends in the data.

End-of-chapter features

Immediately after the last section of each chapter, you will find
the first set of this features: The Key Terms List. Key terms are
essential to fully understand the subject you are learning. Define
them as clear as possible. Key terms also appear in the %Iossary,
therefore we recommend you to use your Glossary regularly.

Following the Key Terms List is the Active Learning Section.
Here you will find questions, exercises, and problems related
to what you learned in the chapter. Some activities are relatively
straightforward while others are more demanding. For the latter,
we strongly advise you to get together with some classmates in
order to fully engage in the study of Clinical Epidemiology.

» As you solve the exercises in the book, remember that our
main objective is for you to understand the principle upon which
the exercise is based, not to get a correct answer.

» Even when your answer is correct, stop and think about it for
a moment. Don't leave the chapter until you feel confident with
its contents.

» Remember that in an Active Learning Approach, you are
responsible for your learning, and must be actively engaged in
building your knowledge. Try every available resource at your
hands to thoroughly understand each subject until you become
confident that you can solve any other problem in the near
future.

Chapter 1| Introduction

7
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Answers to multiple choice questions can be found in Appendix A.

Finally, Bibliography and Suggested Reading is available in case
you are feeling eager to learn more about the different subjects on
this book.

Life isfilled with moments when you must make decisions, specially
in this career you chose to study. One fact you must realize is that
we live with the consequences that our decisions make.

So choose intelligently, and enjoy learning whatever you set your
mind to!

Bibliography and Suggested Reading

Ausubel D. Adquisicion y retencion del conocimiento: una perspectiva cognitiva. Barcelona: Paidos; 2002.

Bell D, Kahroff J. Active Learning Handbook. St. Louis, Missouri: Webster University; 2006

Geake J. Neuromythologies in education. Educational Research. 2008,50:2: 123-133

Goswami U. Neuroscience and education. British Journal of Educational Psychology. 2004;74: 1-14.

McCoy L, Pettit RK, Kellar C, Morgan C. The goal of the learning-centric model is to train students to be proactive partners in the learning
progression: to leanin and engage. Journal of Medical Education and Curricular Development. 2018;5:1-9

Marzano R, Pickering D. Dimensiones del aprendizaje. México: ITESO; 2014.

Navea-Martin A. El aprendizaje autorregulado en estudiantes de ciencias de la salud: recomendaciones de mejora de la practica educativa
Educ Med. 201819(4)193-200.

Prince M. Does Active Learning Work? A Review of the Research. J. Engr. Education. 2004,93(3):223-231

Yohannan DG, et al. Overcoming Barriers in a Traditional Medical Education System by the Stepwise, Evidence-Based Introduction of a
Modern Learning Technology. Med.Sci.Educ. 2019;29:803-817.



Chapter 2

Evidence-Based Medicine

(EBM)

Learning objectives for this chapter

A. Know the origin of the paradigm of Evidence-Based
Medicine.

B. Understand the advantages and limitations of this
approach.

The main axis of the daily practice of health professionals is
decision—making. The majorpurpose of these s to determine the
what, when and how of interventions to be carried out, whether they
are about diagnosis, treatment or prevention. The intricacy of the
clinical environments where these decisions are made, has forced
the building of different models that lead to the finest results for
R/(‘eople's health. One of these models is that of Evidence-Based
edicine (EBM), which has overcome over the past 30 years.

EBM is a process that intends to guide clinical decision-making
based on a question asked about a specific problem, preferably “at
the patient bedside”.

Figure 2.1 shows the stages that this process follows. The
“information analysis” component is frequently given higher
emphasis, to the degree that many consider that EBM is limited
to this component. We have given less importance to the adequate
formulation of relevant clinical questions, to the systematic
search and retrieval of information and to the application of this
information in the clinical context of a specific patient. Without the
clinical question, nothing that follows will make sense, no matter
how sopjﬂisticated designs and analyzes are carried out. Similarly,
information is meaningless by itseKc if it is not applied within a
specific context in which decisions are made.

EBM arose in the last decades of the 20th century, in the
conjunction of diverse movements originating in different places
and with distinct motivations. Alvan R. Feinstein’s ideas related to
the application of statistical methods and the design of a “clinical
architecture”, created the basis of what was called the new
“Clinical Epidemiology”, a set of tools and methods that allowed
for research rigorous a clinical hypothesis.
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Clinically
Search strategy
relevan — - 3
elevant of information
question
Clinical Information

P R—

decision-making analysis

Figure 2.1. Stages of the Evidence-Based Medicine process.

In Great Britain, Archibald Cochrane promoted the conduct
of controlled clinical trials on the assumption that most of the
interventions that were carried out within the British health system
were not only not effective, but also they meant a gigantic waste
of resources. The great legacy of this initiative is the current
Cochrane Collaboration %’roject, which reaches up to 400
systematic reviews per year.

The ultimate form of the EBM model was promoted at McMaster
University in Canada by David Sackett, originally focused on
the concept of “hierarchy of evidence”. Through this, it was
possible to give value to the results of clinical research according
to the type of epidemiological design from which they emerged.
While tlzis was a breakthrough, specially in the formulation of
treatment guidelines, many have pointed out the limitations of this
aﬁproach, which tend to downplay the results of well-conducted
observational studies.

Anotherlimitation of the EBM modelis thatit tends toignore clinical
reasoning mechanisms in specific contexts. The information from
clinical research alone was expected to be sufficient for competent
decision—making, but this has not occurred. On the contrary, in
man|)_/|__I situations the evidence can become so inconsistent or
insufficient that it constitutes an obstacle to decision—making.

The lack of reproducibility observed in clinical research, the use
of insufficient samples of patients, and the inadequate statistical
analysis —just to mention some of the most common problems
that have been reported—, generate a considerable number of

uncertainty whose management is not generally considered by the
EBM.
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This has promoted the transformation of the classical model
of EBM, towards more flexible forms that take into account the
individual contexts where clinical decisions are made. Some have
called this alternative model “Evidence based ON medicine”.
Under this new perspective, the needs of patients are incorporated
and the field of research is expanded not simply to the treatment
and diagnosis of a disease, but also to the evaluation of health
policies. Thereis also a need for better transparency and availability
of the original clinical data.

EBM represents one of the significant advances in medicine
in recent decades. Because of this, it has been possible to notify
about the overdiagnosis and overtreatment of many common
entities (e.g., prostate cancer and breast cancer), and it has also
reversed conclusions that subsequently proved wrong (e.g., the use
of Oseltamivir to prevent pneumonia in influenza infections).

However, the complexity in which health systems are currently
established, along with the presence of multiple third parties
involved, requires a model that allows, in the first place, to bridge
the communication gap that exists between clinical research and
decision-makers. To this extent, EBM will continue to be one of
the privileged tools for improving people’s well-being.

Key Terms

Define the following terms.

Alvan R. Feinstein Cothane Collaboration
Archibald Cochrane Project
David Sackett

Clinical architecture

Clinical epidemiology Decision-making

Bibliography and Suggested Reading

Evidence based on
medicine

Evidence-based medicine
Hierarchy of evidence

Lack of reproducibility

Barbara M. Sullivan, Ph.D. Essential EBP for Complementary and Alternative Medicine Study and Practice Guide. 2009.
Nordenstrom J. Evidence-Based Medicine in Sherlock Holmes' Footsteps. Stockholm: Blackwell Publishing Ltd; 2007.

Sackett DL, Straus SE, Richardson WS, Rosenberg W, Haynes RB. Evidence-based medicine: How to practice and teach EBM. 2° Edition

Edinburgh: Churchill Livingstone; 2000.

Sheridan DJ, Julian DG. Achievements and Limitations of Evidence-Based Medicine. J Am Coll Cardiol. 2016 Jul12:68(2):204-13.
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Chapter 3

Framing the
Research Question

Learning objectives for this chapter
A. Understand where do clinical questions originate.
B. Identify the different types of clinical questions.
C. Learn the PICO system to formulate clinical questions.

Eugene lonesco, father of the “Theater of the absurd” once said:
“Itis not the answer which enlightens, but the question.”

This absolutely applies to health care research because new
knowledge originates from previously asked answerable
questions.

In order to find new and useful answers to unresolved relevant
problems, first we need to know a lot about the problem. Without
this extense knowledge, it becomes difficult to imagine the
development of plausible diagnostic tests or interventions. Further
more, it becomes difficult to determine if we are “headed in the
right ‘next-step’ direction”.

Researchable questions come from finding the “cutting edge” of
knowledge for a health problem with which we are familiar.

In applied research, developing a question is an iterative process,
not a “light bulb” phenomenon. That means that there is much
work to be done before the light will shine.

The basic dimensions of a problem that drive to the formulation of
important research questions include:

» Understanding the Biology and Physiology of the problem.

» Understanding its epidemiology (i.e., determinants and
distribution, prevalence, incidence and prognosis).

» Determining frustrations in the clinical management that
have lead to unsatisfactory results for the patients.

Once these essential issues have been addressed, an initial
direction for a question seems promising.
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Where do Research Questions Originate?

Research questions can result from virtually any point in the
clinician’s practice with patients. Nevertheless, most of the
questions derive from the following 6 aspects of clinical practice:

1. Clinical evidence: How to gather clinical findings properly
and interpret them accurately.

2.Diagnosis: How to choose and interpret diagnostic tests.
3. Prognosis: What to expect from the patient’s likely course.

4. Therapy: How to choose treatments that do more good than
harm.

5. Prevention: How to screen and reduce the risk for disease.

6.Education: How to teach yourself, the patient, and the
patient’s family what is needed to be done.

This list can be kept handy and may be used as a “map” to where
clinical questions come from.

Types of Clinical Questions

Clinical questions can be divided into two main categories:
background and foreground questions.

Background clinical questions

» Can be answered with information from textbooks, websites,
and hospital or office resources, such as patient history files.

» Focus on a specific concept (an intervention, an aspect of
a disease or disorder, the determination of possible therapies).

» Generally begin with a question root such as who, what,
when, why, or how.

Foreground clinical questions

» Seek to find relevant, sometimes individualized, evidence
from primary research publications.

» Typically include component terms or keywords focused
on the patient, intervention, comparison to the intervention and
outcome desired.

» They are useful for decision-making in Medicine.
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Another way to divide clinical questions is to classify them into
primary or secondary.

Primary questions
What if too many questions arise?

For patients who have more than one active issue, and with
possible questions about diagnosis, prognosis, and therapy for
each probc|em, the questions may be too numerous to even ask,
let alone answer. In this predicament, it's recommended to build
good questions, then selecting the few questions that are most
significant to answer.

A tip that can be applied in order to adequately choose the right
question is to try this sequence of queries:

» What is the most important issue for this patient now?
» What issue should | address first?
» Which question, when answered, will help me most?

The rest of the questions can be considered as secondary
questions.

All primary questions must be asked “up front,” when the
investigation begins. The same applies, as far as possible, for all
secondary questions. This method ensures that the questions are
“hypothesis-driven” (i.e., based on your predictions of what will
happen) rather than “data-driven” [i.e., made up after the stud
results are (partly) in, especially to “explain” findings that may weﬁ
be simply the play of chance].

This approach also allows for proper planning and data collection
for these additional questions.

The PICO System

The formulation of a focused clinical question containing well-
articulated elements is widely believed to be the key to efficiently
finding high-quality evidence, and also the key to evidence-
based decisions.

Following a structured method to formulate a clinical question must
become a natural process in order to save time while questioning
reality.

PICO frames were originally developed for therapy questions, but
were later extended to all types of cﬁnical questions. Using PICO
frames has numerous advantages: it improves the specificity and
conceptual clarity of clinical problems, elicits more information
during the pre-search stage, leads to more complex research
strategies, and yields more precise search results.
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The PICO elements include:
» Problem/Patient/Population.
» Intervention/Indicator.
» Comparison.
» Outcome.

In an optional fashion, a “T" can be added to the PICO acronym,
forming PICO(T). Thisrepresents Time element or Type of Study.

The components of a good clinical question can be thought of
as data fields that will aid in the search for evidence and answers.
The component terms can be used as key text words when using
a search engine or database management system (DBMS - a
“search engine” for databases). In addition, databases are often
set up with searchable data fields, indexed terms and controlled

vocabulary terms such as the National Library of Medicine's
PubMed Medical Subject Headings or “MeSH terms.”

Components of the Clinical Questions

Tailoring the clinical ?uestion’s component terms will help define
and refine searches of medical literature databases.

Each component term can be used as a search term when
searching the Internet, search engines or databases using a
database management system (DBMS).

Components in background questions

Background questions are composed of fewer components,
broader terms, and return more numerous (and sometimes less
relevant) results.

Back§round terms can usually be replaced with specific synonyms
found in the controlled vocabulary links of a database in order to
produce a more specific search.

Components in foreground questions

Foreground questions typically use three or four component
terms, use more specific terms, and often return fewer but more
relevant results.
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Framing the PICO-based tion.
Srtzr;-lg)g/- teep Utorial | ieenon

By following the PICO system, we're graphically and formally
representing the mental process of an expert who asks questions.

Problem/Patient/Population
Defining the patient characteristics is fundamental.

A specific, narrow definition will provide truly applicable evidence
for that particular patient, but may limit the evidence too much so
that important evidence is excluded from the search results.

» Race or sex can be essential to some health issues, but their
inclusion may limit the retrieved results.

» The search of information must be done with and without
some terms and limits such as age, sex and race.

» The key is to be specific without becoming too narrow.

» Consider keywords and phrases that will allow a health care
provider imagine the patient in front of you.

» Try not to include extraneous information or terms.

Intervention/Indicator
This component may be broad or narrow.

When seeking “best evidence,” several interventions may be
specified in separate foreground questions.

Broad phrases (“What is most effective?”) often lead to
background questions.

» Searching for background information from reliable, high-
quality resources such as current textbooks, guidelines,
reference handbooks and websites like Natural Standards,
Natural Medicine, AHRQ, and MedLine Plus can help narrow
the intervention component, so a good foreground clinical
question can be created based on a background question.

A specificintervention should suggest something that will influence
the desired outcome.

Comparison

This component is often considered the “second half” of the
intervention component.

» In therapy questions, intervention might be compared to a
well-known or standard therapy.

» For diagnosis questions, the comparison is often made to
the “gold standard” diagnostic tool.
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» Prognosis or etiology questions may include a factor which
may aftect the population in some way.

— Including symptoms (e.g., chronic cough) or exposure
factors (e.g., second hand smoke) may provide a way to
narrow the search without excluding essential results.

Outcome
The “outcome” is what the clinician hopes to accomplish.

An outcome should be patient-oriented (taking patient values,
expectations, preferences and priorities into consideration),
definable, measurable, and clinically relevant.

There may be cases in which there will be more than one relevant,
important outcome. Each outcome can be defined in a separate
PICO question.

Outcomes should not be vague (“feel better”) since vague
phrases are not measurable and will not help to define a search
strategy for significant evidence.

Outcomes such as “decrease pain”, “decrease the time to return
. - 7 . . . 7" .

to normal activities” and “increase physical function”, which can

be defined and measured, may restrict the search, but should be

considered when assessing results from a search.

In a few words, the outcome is the most important component a
PICO-based question. It must be as relevant as possible.

Final considerations for a PICO question

Ninety-nine—word questions are difficult to comprehend, so it's
recommended not to get much detail in the question itself, but it is
essential to bear these details in mind when conducting the study
and reporting its results, so that they will not be overgeneralized.
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Key Terms
Define the following terms.
Answerable clinical Clinical evidence PICO System
question Foreground clinical Primary questions
Background clinical question .

] Secondary questions
question

Active Learning Section

Consolidate the knowledge you acquired in this Chapter through the following exercises.

1. Convert the following clinical cases into
answerable clinical questions based on
the PICO system and identify what sort of
question itis.

o At a routine immunization visit, Lisa, the
mother of a 6-month-old, tells you that her
baby suffered a nasty local reaction after
her previous immunization. Lisa is very
concerned that the same thing may happen
again this time. Recently, a colleague told
you that needle length can affect local
reactions to immunization in young children
but can’t remember the precise details.

* In browsing one of the medical weeklies,
you come across mention of imiquimod
cream for treatment of basal cell carcinomas
(BCC). The idea of a cream for BCCs
is surprising, so you wonder about the
effectiveness and particularly the long-term
cure rate of imiquimod cream.

« Susan is expecting her first baby in two
months. She Enas been reading about the
potential benefits and harms of giving
newborn babies vitamin K injections. éhe is
alarmed by reports that vitamin K injections
in newborn babies may cause childhood
leukemia. She asks you if this is true and, if
so, what the risk for her baby will be.

e Mrs Smith has acute lower back pain.
She has never had such pain before and
is convinced that it must be caused by
something really serious. You take a history
and examine her but find no indicators of a
more serious condition. You reassure her
that the majority of acute low back pain is
not serious but she is still not convinced.

e As part of your clinics assessment of
elderly patients, there is a check of hearing.
Over a tea room discussion it turns out
that some people simply ask and others
use a tuning fork, but you claim that a
simple whispered voice test is very accurate.
Challenged to back this up with evidence,
you promise to do a literature search before
tomorrow’s meeting.

 Childhood seizures are common and
frightening for the parents and the decision
to initiate prophylactic treatment after a first
fit is a difficult one. To help parents make
their decision, you need to explain the risk
of further occurrences following a single
seizure of unknown cause.
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Chapter Ll'

Planning a Search Strategy

Learning objectives for this chapter

A. State theimportance of an adequate search andretrieval of
information to answer a clinical question.

B. Understand Boolean Operators and its adequate use.

Once we have formulated a searchable question we need to build
a search strategy in order to maximize the chances of finding a
manageable number of relevant results.

First, let's begin by defining what a search strategy is.

Search Strategy

A search strategy is the planned and structured organization
of terms used to search a database. The complexity of the
strategy depends on the reasons for searching and the type of
question you are investigating: If you are looking for background
information, a simple search strategy may be enough. (%n the
other hand, a literature review will require in-depth research with a
comprehensive search strategy to ensure that all relevant sources
of evidence have been identified.

A well-planned search strategy has enormous benefits, such as:
» Retrieval of relevant references.
» Inclusion of all key references.
» Manageable number of results.
» Efficient use of time.
Planning a search strategy includes the following steps:
» |dentifying search terms.
» Truncation, wildcards, and phrases.

» Combining terms with Boolean Operators (AND, OR, or
NQOT).

» Applying limits to the search.
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Eentifying Search Terms: Concepts and
ynonyms

Once the question has been formulated using the PICO method,
the next step involves identifying the words that will be used to
find information. These words are the basis for the search. You
can start your search strategy by keeping a record of significant
words while doing background reading on the subject, or by using a
thesaurus or dictionary.

Concepts

Concepts are the main topics or headings that emerge from
the question. lt is suggested to keep to a maximum of four or five
concepts to avoid over-complicating the search.

Synonyms

Synonyms are alternative search terms for the same concept.
Terms can vary between countries, for example: “Accident and
Emergency” in the UK has the same meaning as “Emergency
Department” in the US.

Synonyms are included under broad subject headings in
sophisticated databases such as MEDLINE, Embase, or PsycINFO.
Word spellings may also vary: “paediatrics” in Australia is expressed
as “pediatrics” in the USA.

Let’s consider the following PICO question: “Can brief intervention
methods be used as an effective smoking cessation technique
with teenagers?” We can identify the concepts and synonyms
stated in Table 4.1.

Table 4.1. Concepts and synonyms from the example

P | 0
Concepts Teenagers Brief intervention Smokipg
cessation
Brief advice
SRS Adolescents Brief counseling  Quit smoking
yneny Young people Motivational Stop smoking
interview
Keywords

Keywords are words that come to you naturally, or that may be
gart of a specific discipline vocabulary Se.g. terms used only
y physicians), or that you brainstorm when planning your search.
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If the “map term to subject heading” box is ticked in the database,
it will attempt to map your keyword or phrase to a subject heading
in the database’s thesaurus. If this option is not ticked, the word or
phrase will be treated as a keyword.

Searching by keyword finds only those results where your keyword
aEpears as an exact match in several fields including the title or
abstract. This works particularly well if you are looking for a specific
spelling, product, term, or phrase.

Remember: it is important to recognize that different spelling
and terminology m?_e/ exist for the same search topics. Keyword
searching will not differentiate between spellings.

Subject Headings

Subject headings are terms that have been identified and
defined to cover a particular concept. Synonyms are then
“mapped” to those subject headings.

Databases like MEDLINE and Embase use a thesaurus to group
related concepts together. In MEDLINE, the thesaurus is known as
Medical Subject Headings (MeSH); in Embase, the thesaurusis
known as Emtree.

Table 4.2 shows a comparative between subject headings and
keywords.

A search may include both subject heading and keyword features.

Broadening or Narrowing Search Terms

For each concept it is important to consider broader and narrower
terms that may extend or limit the search. These may be useful
for extending very specific terms, or limiting those where too many
results are retrieved.

» An example might be a search that requires Mexican data.
The location “Mexico” could be narrowed to a particular state if
a large number of results are retrieved.

A search may be broadened by choosing a more general term and
“exploding” to include all its associated sub-terms.

Related terms are those linked to the search terms by subject
matter. For example, terms related to pregnancy might be prenatal
care, pseudopregnancy, fetal, maternal-fetal relations, and
pregnant women.
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A textword search for
information about
teenagers should include
the words most commonly
used: adolescents OR
adolescence OR teens
OR teenagers OR young
adults.

Table 4.2. Differences between Subject Headings and Keywords

Subject Headings

Pre-defined “controlled vocabulary”
words assigned to describe the
content of eachitemin a database or
catalogue

Databases look for subjects only in
the subject heading or descriptor
field, where the most relevant words
appear

If a subject heading search yields too
many results, you can often select
subheadings to focus on one aspect
of the broader subject

Results are usually very relevant to
the topic

Willfind synonyms, plurals, spelling
variations

Willlocate most of the relevant
papers, but in order to perform
comprehensive search you may
need to supplement your subject
heading searches with some keyword
searches

Boolean Operators

Keywords

Natural language words describing
the topic of interest

Databases look for keywords
anywhere in the record (title, author
name, subject headings, abstracts,
etc)

Often yields too many or too few
results

May yieldirrelevant results to the
topic

Will not pick up synonyms, plurals, or
spelling variations

Necessary when there is no subject
heading available for the concept
you wish yo search

Boolean operators are specific words used to combine concepts
or keywords in order to improve the chances of finding relevant
information.

The most commonly used boolean operators are AND, OR, and

NOT.

In order to clarify the use of this tools, let’s review the Boolean
Logic with example created at the Ithaca College Library in the US.

Or

In database searching, “OR”" expands a search by broadening the
set. Itis often used to combine synonyms or concepts.

» Strawberry OR chocolate OR vanilla = an ice cream lover
with global tastes (Figure 4.1A).
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Vanilla Strawberry Vanilla Strawberry Vanilla

Strawberry

A Chocolate B Chocolate C

Figure 4.1. Graphic examples for the use of Boolean Operators

Chocolate

And

In database searching, “AND” narrows a search. It is often used
for linking together different concepts.

» Strawberry AND chocolate AND vanilla = an ice cream lover
who only eats ice cream which combines 3 flavours at the same
time (i.e. Neapolitan ripple) (Figure 4.1B).

Not

In database searching, “NOT" is used to get rid of an unwanted
concept.

» (Strawberry OR vanilla) NOT chocolate = an ice cream lover
allergic to chocolate (Figure 4.1C).

Combining operators
You can combine sets in a variety of ways using combinations of

The statement, ‘students
AND behavior” will onl
retrieve records in whic
the words 'students” and
‘behavior” appearin the

same document

If you were interested in
information on universit

students but not hi
school students, you could
search (university students)
NOT E’th school).
BEWARE! will exclude
articles which discuss both
types of students.

Bridge to Math

Boolean Operators. When writing out the sets, parentheses are T The use of parentheses is
important because they define the order in which the concepts are similar as brackets and
processed. parentheses are used in
» “AND” takes priority and is processed first - unless you use mathematical equations

brackets to group concepts.

Suppose you have to find information on the incidence of
salmonella food poisoning caused by hamburgers, with or without
eggs. So, we could have the next scenarios:

» Salmonella AND hamburgers AND eggs = food poisoning
caused by both.

» (Hamburgers OR eggs) AND salmonella = food poisoning
caused by either.

» Hamburgers OR egfs AND salmonella = food poisoning
caused by eggs, as well as hamburgers which have salmonella
and which don't (the “AND” is processed first).
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» (Hamburgers AND salmonella) NOT eggs = only food
poisonini caused by hamburgers, removing the confounding

effect of having eggs at the same time.

The boolean operators are summarized in Table 4.3.

Applying Limits to the Search

|tisimportant to determine what you are not searching for. Setting
limits on the search is a way to further refine it to make your results
more specific and relevant. Setting limits is an important part of

your search strategy.
Common limits include:
» Language.

» Date of publication.

» Type of publication (such as journal articles, book reviews,

dissertations, reports etc).

» Type of study (such as randomized controlled trial, cohort

study, etc.).
» Gender.

» Age group.

Table 4.3. Summary of the Boolean Operators

el Purpose Example
operator
Combine
keywords that
AND reflect different Allse g
concepts
Combine
OR keywords that falls OR aged
reflect similar
concepts
Exclude a (falls AND aged)
NOT keyword NOT home

Result

Each search
result will contain
both the terms
falls and aged

Each search
result will contain
either (or both)
the terms falls or
aged

Each search
result will contain
both the terms
falls and aged
but onlyif they
do not contain
the third term
home
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» Full text.
» Abstract.

Refining Your Search

Once ?/ou have completed your search, you may find ?/ourself in
one of the following two scenarios: Too many or too few results
were retrieved. Here's what you have to do:

If too many results were retrieved, go back over your strategy, and
NARROW the search:

» Use more specific terms as keywords.

» Add terms for other aspects of the questions ﬁg age or
gender of the patient), using the boolean operator AND.

» Use more specific or relevant subject heading terms.
» Use limits.

If too few results were retrieved, go back over your strategy, and
WIDEN the search:

» Use more terms: synonyms, related terms, broader terms.
» Add terms with related meaning with the boolean operator OR.
» Combine results of thesaurus and keywords.

» Reduce or broaden limits (e.g. date range).

» Select all subheadings of a subject heading term.

29
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Key Terms

Define the following terms.

Boolean operators Limits to the search

Concepts strategy

Database MeSH

Kevwords Redefining the search
Y strategy

Active Learning Section

Consolidate the knowledge you acquired in this Chapter through the following exercises.

Related terms
Search strategy
Subject headings

Synonyms

1. Take a PICO-based clinical question (it can be one from the last chapter’s Active—Learning
Section or it can be a new one), and perform a search strategy in order to answer that question.

You can take the following chart as a guide.

Question:

Question part Question term
P Problem/Patient/Population  ( OR
| Intervention/Indicator ( OR
C Comparison ( OR
O Outcome ( OR

Search terms used:

Results of the search strategy:

Hits

Synonym

YAND
)AND
)AND
YAND
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2. Report back on what you found out during 3. Use the Boolean Logic to describe women
wur literature searching session. Discuss who have breast cancer Eut have never smoked

HAT you found and HOW you found it. Try and women who have breast cancer and who
to include empirical evidence. are EX-smokers
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Chapter 5

Search Strategies

Learning objectives for this chapter

A. Acquire the basic tools to perform the search and retrieval
of clinical information in a systematized form.

B. Identify the main medical databases where you can obtain
clinical information.

gearch Strgtﬁlgries for,

ackgroun ormation

Remember that a background question asksfor generalknowledge
about a disorder, disease, policy issue, etc. Consequently,
background information may be found in sources such as:

» Reference book entries or selected Ebooks/Encyclopediasin
the health sciences.

» Textbooks, chapters, appendices.
» Drug monographs.
» Guides to diagnostic tests.

» Ebook drug guides.
Table 5.1 details some search strategies for background questions.

Search Strategies for Foreground
Information

Remember that a foreground question seek evidence to answer
a need for clinical information related to a specific patient, an
intervention or therapy.

As such, identifying the PICO (T) elements helps to focus your
question.

Table 5.2 details some search strategies for foreground questions.
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Table 5.1. Search Strategies for Background Questions

Question

What are the
side effects of
acetaminophen?

What is Asperger
Syndrome?

Evidence of the
relationship
between dementia
and caffeine
consumption.

I need an overview of
gestational diabetes

Appropriate source

type

Drug reference book

Textbook, monograph,

review article

Popular and scholarly
article databases

Textbook, monograph,

review article

Sample strategy(ies)

Start with:

StatRef (collection

of reference tools,
including drug
references). Search on
drug name.

A Medicin

Start with:

StatRef (collection

of reference tools,
including drug
references). Search on

name of disease or
condition.

A Medicin

Search Medline/
Pubmed for article type:
“‘Review.”

Start with:

Search Medline/
Pubmed for article type:
‘Review.”

Start with:

StatRef (collection

of reference tools,
including drug
references). Search on
name of disease or
condition.

A Medicin

UploDate
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Table 5.2. Search Strategies for Foreground Questions

Question

Does hand washing among
healthcare workers reduce
hospital acquired infections?

What is the effectiveness of
continuous passive motion
therapy (CPM therapy)
following knee replacement
in achieving optimal range of
motion?

What is the effectiveness

of restraints in reducing the
occurrence of falls in patients
65 and over?

Does having access to fresh
fruits and vegetables in
neighborhood stores affect
nutritional health of Hispanic
Americans living in urban
areas?

| am looking for evidence-
based articles on managing
acute pain in sickle cell
patients

Natural language
terms

Hand washing

Hospital acquired
infections

CPM therapy
Knee replacement

Falls
Restraints

Food shopping,
grocery shopping,
grocery stores, food
stores, bodegas,
convenience stores

Fruits, vegetables
Hispanics
Urban, city, cities

Pain
Sickle cell

Terms translated to
Subject headings/
MeSH terms/
Descriptors [Database]

Hand disinfection [MeSH]
AND
Cross infection [MeSH]

Arthroplasty, replacement,
knee [MeSH]

AND

Motion therapy,
continuous passive

[MeSH]

Accidental falls [MeSH,
CINAHL]

AND

Restraint, physical [MeSH,
CINAHL]

“Food Supply” [Mesh]
AND

(‘Fruit'[Mesh] OR
“Vegetables'[Mesh])
AND

“"Hispanic Americans’
[Mesh]

In Pubmed search:
pain/therapy AND anemia,
sickle cell

then use Limits to limit to
the Subset: Systematic
Reviews

or,

Use Limits to limit to
Atticle Type: Randomized
Controlled Trial or Meta-
analysis
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Key Terms

Define the following terms.

Background clinical Foreground clinical Search strategy
question question

Active Learning Section
Consolidate the knowledge you acquired in this Chapter through the following exercises.

1. List some appropriate source types where 2. List some appropriate source types where
ou can find useful information to answer you can find useful information to answer
ackground clinical questions. oreground clinical questions.
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Chapter 6

Answering the right
question: Why do | have to
learn Biostatistics?

Learning objectives for this chapter
A. Understand the role of Biostatistics in modern medicine.

Biostatistics can provoke many medical students to feel frustrated
and frantic, that's a fact.

So, why does the medical schools curricula includes Biostatistics?

Why does the Examen General para el Egreso de la Licenciatura
en K/\edicina General (EGEL-MEDI) by CENEVAL and the Examen
Nacional para Aspirantes a Residencias Médicas (ENARM)
include questions about Biostatistics?

The following is a conclusion of 130 practicing UK physicians that
answered a research questionnaire:

‘Grounding the teaching of statistics in the context of proper
research studies and including examples of typical clinical work
may better prepare medical students for their subsequent career’.

How does Biostatistics make medical
students better practitioners?

Virtually any medical research study uses Biostatistics from
beginning to end. Medical students (including myself in my first
years of med school) think Biostatistics is an unwarranted bore
or academic burden. However, the stark reality is that practicing
physicians recognize that Biostatistics is important. In fact, for
those physicians who do not possess Biostatistics proficiency of
their own, they rely on friends and colleagues. In medical practice,
competence in Biostatistics is essential, is practical, is useful, and
is used and applied—whether it is the physician's own knowledge or
insights gathered from colleagues; or learned from other sources.

How do physicians know if the facts that are presented to them
are true, or not so true? Unless they figure out the basics of
Biostatistics, they may become prey to unscrupulous advertisers
and industry promoters, or simply faulty research.
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There may be bogus or biased findings that serve the vested
interests of the research group, product company or sales force,
but not necessarily fulfill the requirements of the physician or
uphold the needs of the patient.

Now, what's the better way to get the medical students to learn
Biostatistics?

Teaching Biostatistics should be targeted at the majority of
the students, especially those students who will endJ up not
conducting research. Students should be taught the unfamiliar
language of statistics for the understanding of medical literature
and communication with statistical consultants. They must learn
to ask the right type of questions, rather than to apply recipes of
mathematical methods.que thing that cannot be ignored is that
medical students come to medical school to become doctors,
not statisticians.

Data used in while trying to teach and learn Biostatistics should be
relevant to the students’ frame of reference, and current medical
journal articles should be used to illustrate appropriate and
inappropriate use of statistics. The way of examining Biostatistics
should be adjusted to assess insight and not knowledge.

As the article “Teaching conceptual vs theoretical statistics to
medical students” concludes: the approach to teaching statistics
to preclinical medical students has been generally inaccurate.
This course should focus on helping physicians understand the
measurements and critically appraise the medical literature. It
is way much better to teach conceptual statistics rather than in a
theoretical way.
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Chapter 7

Basic Principles of
Biostatistics

Learning objectives for this chapter
A. Recognize the fields of study of Statistics.
B. Identify the potential areas of application of Statistics.

C. Describe the roles biostatistics serves in public health and
biomedical research.

Before we dive in some interesting stuff, please keep in mind
one minor thing: Statistics are the tools used to describe and
analyze numbers in Medicine.

Like all fields of learning, Statistics has its own vocabulary. Some
concepts and phrases will be new while others, though appearing
to be Familiar, may have specialized meanings different from the
definitions we already associate with these terms.

In a few words, we can describe Statistics as a field of study
concerned with:

» The collection, organization, summarization, and
analysis of data.

» The drawing of inferences about a universe of data when
only a part of the data are observed.

When the data analyzed are derived from the biological sciences
and Medicine, we use the term Biostatistics to distinguish this
particular application of statistical tools and concepts.

Statistical methods include procedures for many things, such as:
1. Designing studies.
2.Collecting data.
3. Presenting and summarizing data.
4. Drawing inferences from sample data to a population.

These methods are useful in studies involving humans because
the processes under investigation are often too intricate. Because
of this complexity, many measurements on the study subjects are
usually made to aid the discovery process; however, this intricacy
and abundance of data usually mask the underlying processes.

|
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It is in these situations that the systematic methods found in
Statistics help create order out of the chaos.

Some areas of application of Statistics are:

» Collection of vital statistics (e.g., mortality rates) used
to inform about and to monitor the health status of the
population.

» Clinical trials to determine whether a new anti-hypertensive
drug performs better than the standard treatment for mild to
moderate essential hypertension.

» Surveys to estimate the proportion of low-income women
of child-bearing age with iron deficiency anemia.

» Studies to investigate whether exposure to electromagnetic
fieldsis a risk factor for leukemia.

Key Terms
Define the following terms.

Biostatistics Statistics

Active Learning Section
Consolidate the knowledge you acquired in this Chapter through the following exercises.

1. Answer: What's the purpose of Statistics in 3. List the procedures included in statistical
Medicine? methods useful in studies involving humans.

2. Answer: As a field of study, what's Statistics 4. List some areas of application of
concerned with? Biostatistics in your daily clinical practice.
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Chapter

Getting Down and Dirty
with Data

Learning objectives for this chapter

A. Explain how samples and populations, as well as a sample
statistic and population parameter, differ.

B. Distinguish between descriptive and inferential statistics.
C. Distinguish between dependent andindependent variables.
D. Identify data relating to variables.

E. Distinguish between qualitative and quantitative data.

F. State the scales of measurements of variables and provide
an example for each.

G. Determine whether a value is discrete or continuous.

H. Recognize that data and knowledge of Statistics allows you
to investigate a wide variety of interesting phenomena.

What are Data?

The firstimportant point about data is that data are - meaning that
the word “data” is plural.

Data are composed of variables. A variable reflects a unique
measurement or quantity.

Population

The population is defined as
) the set of values for which
j/ there is some interest.

In Biostatistics, the population or universe is defined as the set of
values for which there is some interest. The total of the universe
or population is represented by the capital letter N.

Populations can be defined by determining a rule (or rules). These
can be: characteristics of individuals, geographical boundaries,
existing groups, time limits, etc. For example: residents of San
Luis Potosi, students attending a school trip, IMSS right holders,
cholera sufferers.

The elements of the universe can be people, places or things,
whether they are unique or grouped individuals.
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The population parameter /-
is the data obtained from the -

population.

The sample is a random /)
subset of the population that -
is intended to represent the ¢

population.

The sample statistic is ¢
the data obtained from the

sample.

For example: bedridden patients are elements that make up part
of the universe defined as a hospital, but also the staff, students,
furniture and different services provided in it can be elements of
the same set.

When trying to study the entire population, the data obtained are
referred to as population parameter. When researchers use data
gathered by themselves, and do not use them in any way, that it,
they merely describe the data, is called descriptive statistics.

Sample

Usually researchers in Clinical Investigation do not have the
resources and time necessary to study every element in a
population. That's why they study a sample of the population.

A sample is defined as a subset of the population that is
intended to represent the population. Occasionally, the best
way to get a sample that accurately represents the population is
by selecting a random sample 01}/ the population, giving each
individual in the population tEe same chance of being selected
for the sample. Tﬁe data collected from this sample are referred to
as sample statistic and are used as an estimate of the population
data (making an inference).

When researchers use a sample statistic to infer the value of a
population parameter, it is called inferential statistics.

If the sample did not represent the population adequately, the
sample statistic would NOT be similar to the population parameter.
This would generate a sampling error (the difference between a
sample statistic value and an actual population parameter value).

Some differences to recognize between both types of Statistics are
shown in Table 8.1.

Independent and Dependent Variables

Experiments are designed to test if one or more variables cause
modifications to another variable.

For example, if a researcher considers that a new treatment reduces
depressive symptoms, he could design an experiment to test this
prediction. He might give a sample of people with depression the
new treatment and withhold the treatment from another sample
of people with depression. Later, if those who received the new
treatment had lower levels of depression, he would have evidence
that the new treatment reduces depression.

» In this experiment, the type of treatment each person received
(i.e., new treatment vs. no treatment) is the independent
variable.
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Table 8.1. Key Differences Between Descriptive Statistics and
Inferential Statistics

Descriptive Statistics Inferential Statistics

Makes inferences from the
sample and generalize them to the
population

Concerned with describing the
population

Compares, tests and predicts future
outcomes

Organize, analyze, and present the
data in a meaningful manner

Final results are shown in forms of Final results are shown as probability
charts, tables and graphics scores

Tries to make conclusions about the
population that is beyond the data
available

Describes the data already known

Tools: measures of central tendency
(mean/median/mode), spread of data
(range, standard deviation)

Tools: hypothesis test, analysis of
variance, etc.

Usually thereisless error involved Usually there is more error involved

» In this experiment, the number of depressive symptoms
observed in each person is the dependent variable.

More generally:

» The independent variable is a variable with two or more
levels that are expected to have different impacts on another
variable.

» The dependent variable, on the other hand, is the outcome
variable that is used to compare the effects of the different
independent variable levels.

Operational Definition of Variables

All the variables used in any statistical work must be clearly
defined, in order to avoid confusion, facilitate the search and
analysis of the data, and guarantee the comparability of the results
with those obtained in other studies. This is particu?;rly important
when variables can be defined in different ways.

Types of Variables

The variables can be classified into qualitative and quantitative
(Figure 8.1).

In true experiments, the
manipulated variable
iby the investigators) is
always referred to as the
independent variable.

Independent variable
causes a changein the
Dependent Variable.
[tisn't possible that the
Dependent Variable could
cause a changein the
Independent Variable
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Its characteristic is defined by a name and does not
imply being more or less than the characteristic
defined by a different name (e.g, sex, occupation, etc.

Nominal variables

If they are made up of two categories (e.g, national,
foreign; sick, healthy) they are designated as dichotomous.

Its characteristics may receive some subjective order.

Qualitative

(expressed as categories) When classified, it can be assumed that one is more or less than

the others, although the "distance” between the two categories
is unknown, that is, how much more or how much less.

Ordinal variables
They are a mix between Qualitative and Quantitative variables

Examples: pain (a lot or a little; from 0 to 100);
smoking (no, passive smoker, active smoker);
schooling (primary, elementary, high school).

Types of
variables

Their values on the scale are separated from each other by
a certain amount (e, number of consultations granted
by the physician in one day; blood lymphocyte count).

Discrete variables

The absolute "distance" between the variables is the same.

The unit cannot be divided, because it loses its nature.

The measurement scale can be divided into an infinite amount of
values between any two points (eg, length, weight, volume, time, etc.).

Quantitative Continuous variables
(expressed as values;

point out how big the differences are)

L
/ The absolute "distance" between the variables is the same.

They have no absolute zero.

Interval variables

Example: temperature in degrees Celsius (although it has a value of 0 °C, it is

arbitrary and not an absolute value, since there are other values below this).

Based on the presence

of an absolute zero in
its scale

They do have an absolute zero.

Ratio variables

Example: age in completed years (they have an
absolute 0 because no one is less than 0 years old).

Figure 8. Diagram of the types of variables.
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Simplifying:

» When their characteristics are expressed as categories, they
are said to be qualitative variables.

» When they are expressed as values, they are identified as
quantitative variables.

Quialitative data

When variables are qualitative, it means that they describe a quality
rather than a numeric quantity.

Take the next question as an example. "What is your favorite food?”
All the answers (data) we could collect are notintrinsically numerical.
We could assign numbers to each one (1 = pizza, 2 = chocolate,
etc), but we would just use those numbers as labels rather than as
real numbers. It wouldn't make sense to add the numbers together.

Quantitative data

Quantitative data are more commonly used in Biostatistics. These
data are numerical.

For example, let's take a look at the data generated at an
undergraduate Statistics course at Stanford, where the professor
asked his students “Why are you taking this class?”. The results are
summarized in Table 8.2.

Although the students’ answers were qualitative, a quantitative
summar{| of data was generated by counting how many students
gave each response.

Types of Numbers

There are several different types of numbers that are used in
Biostatistics:

» Binary numbers: are the simplest numbers — that s, zero or
one. They are used to represent whether something is true or
false, or present or absent.

Table 8.2. Data From the Example on Quantitative Data

“Why are you taking this class?” Number of Students
It fulfills a degree plan requirement 105
It fulfills a General Education Breadth Requirement 32
[tis not required but | am interested in the topic M

Other L

L7
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» Integers: are whole numbers with no fractional or decimal
part. They are used when counting things and in psychological
measurements (“Disagree Strongly” - “Agree Strongly”™).

» Real numbers: are the most common numbers used in
Biostatistics. They have a fractional/decimal part (e.g., when you
measure someone's weight, it can be measured to an arbitrary
level of precision, from whole pounds down to micrograms).

Scales of Measurements

Remember that all research is based on measurement. The way a
variable is measured has a direct impact on the tylges of statistical
procedures that can be used to analyze that variable.

Generally speaking, researchers want to devise measurement
procedures that are as precise as possible because more precise
measurements enable more sophisticated statistical procedures.
That's why there are four different scales of measurement
recognized that vary in their degree of measurement precision
(Figure 8.1):

1. Nominal: Categorize things into groups that are qualitatively
different from other groups.

— Therefore, they yield qualitative data.

2.0Ordinal: Categorize things into different groups, but on
ordinal scale, that is, differ the amount of something they
possess.

— Therefore, they yield qualitative data.

3.Interval: Indicate exactly how much of something people
have.

— Therefore, they yield quantitative data.

4. Ratio: Involve quantifying how much of something people
have, but a score of zero indicates that the person has none of
the thing being measured.

— Therefore, they yield quantitative data.

Each of these scales of measurement is increasingly more precise
than its predecessor, and therefore allows the performance of more
sophisticated statistical analyses.
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Discrete vs. Continuous Measurements

A discrete measurement takes one of a set of particular values.

These could be qualitative values (e.g., different breeds of dois)
or numerical values (e.g., how many friends one has on Facebook)

» Important: there is no middle ground between the
measurements; it doesn't make sense to say that one has 337
friends on Facebook.

A continuous measurement is defined in terms of a real
number. It could fall anywhere in a particular range of values,
though usually our measurement tools will limit the precision of
its measure (e.g., a floor scale might measure weight to the nearest
pound, even though weight could in theory be measured with much
more precision).

Eg;\iiggr\‘l\lli;rﬁy the Type of Variable | Am

The easiest way to tell whether data are quantitative is to analyze
if it has units attached, such as g, mm, °C, pg/cm?, number of
pressure sores and number of deaths. If not, it may be ordinal or
m:jminal —the former if we can put the values in any meaningful
order.

Figure 8.2 presents an algorithm that can assist to variable-type
recognition.

Has the data got units?

Can the data be put Do the data come from
in meaningful order? counting or measuring?
Nominal variables Ordinal variables Discrete variables Continuous variables

Figure 8.2. Algorithm to identify data type.
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Key Terms

Define the following terms.

Binary numbers Intergers

Continuous measurement Interval

Data Nominal

Dependent variable

Descriptive statistics variable

Discrete measurement Ordinal
Population

Independent variable

Inferential statistics

Active Learning Section

Operational definition of a

Population parameter
Qualitative data

Quantitative data
Ratio

Real numbers

Sample

Sample statistic
Sampling error

Scale of measurement
Variable

Consolidate the knowledge you acquired in this Chapter through the following exercises.

1. Complete the following sentences with the
word or short phrase that has been left out.

 |n statistics the term we use for a set of
figures is

e Asampleispartofa

e A kind of Statistics used for estimating
population characteristics is known as

2. Table AL8.1 shows a portion of a data set
that was created to collect data for a study
on risk factors for myocardial infarction (MII),
the primary outcome of the study. Eligible
individuals who had not previously experienced
any cardiovascular disease (including MI) were
recruited from January to December 2000
and were males and females aged 30-65
years. Information was collected on a total
of 1113 individuals; only data for the first 30
individuals are shown in Table ALS8.1.

« For each variable in the data set, identify
the type of variable.

Table AL8.1. Data From the Study

Variable
Entry date
Sex
Age
Ethnic group

Smoking

BMI
TC
HDL-C

TG
LLD

Date of first MI

Variable Description
Date of recruitment in study
M = Male, F = Female
Age in years

1= White; 2 = Black African; 3 =
Other black; 4 = Other; 9 = Not

known

O = Never smoker; 1= Current
smoker; 2 = Ex-smoker; 9 = Not
known

Body massindex (kg/m?)
Total cholesterol (mmol/L)

High-density lipoprotein
cholesterol (mmol/L)

Triglyceride (mmol/L)

Any receipt of lipid-lowering
drugs (Y = yes; N =no)

Date of first Ml during study



o List the error checks that you would
perform on each variable — are there any
entries that you would wish to investigate
further?

3. In a study on the effects of coffee drinking
on cardiovascular health, it was found that
drinking coffee was associated with a greater
risk for heart disease. Upon further analysis,
researchers discovered that a large majority
of coffee drinkers were smokers and that
smoking status was the true cause of the
apparent association. Based on this case:

 Determine the dependent variable.
 Determine the independent variable.

4. A researcher studies how different drug
doses affect the progression of a disease
and compares the intensity and frequency of
symptoms when different doses are given.
Based on this case:

» Determine the dependent variable.
 Determine the independent variable.

5. Many continuousvariablesare dichotomized
to make them easier to understand e.g. obesity
body mass index >30 kg/m2) ang anemia
hemoglobin level <10g/d). Based on this
scenario, answer the following statements:

» What information is lost in this process?

« |f you were told that a patient was anemic,
what further information would you want to
know before treating the patient?

e How does a label, such as “anemia”,

would help?

hysician in an emergency room (ER)
is colrctlng data. What sort of data are the
following:

 Time in minutes waiting in ER.

« Triage outcome (no injury, minor injury,
major injury).

o Number of cases of road accident victims

in the ER.

7. Multiple choice questions.

Chapter 8| Getting Down and Dirty with Data

1. If a sample represents a population well, it will:

a) Respond in a way that is similar to how the
entire population would respond.

b) Generate a large amount of sampling error.

2. Which one of the following statements is
true?

a) A qualitative variable comprises two
categories which may be ordinal or numerical.

b) An ordinal variable comprises categories
which cannot be ordered.

© The age groups ‘young', ‘middle aged’ and
‘old’ relate to a nominal categorical variable.

d) Blood group is classified as a nominal
categorical variable.

e) lt may be difficult to distinguish a continuous
numerical vari able from an ordinal variable
when the ordinal variable has many categories.

3. The value obtained from a population is
called:

a) Statistic.

b) Parameter.

4. Parameters are:

a) Always exactly equal to sample statistics.

b) Often estimated or inferred from sample
statistics.

5. When a statistic and parameter differ,

a) There is sampling error.

b) It is called an inferential statistic.

6. Researchers are using descriptive statistics if
they are using their results to:

a) Estimate a population parameter.

b) Describe the data they actually collected.

7. Researchers are using inferential statistics if
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they are using their results to:
a) Estimate a population parameter.

b) Describe the data they actually collected.

8. The IV (independent variable) in a study is

the:

a) Variable expected to change the outcome

variable.

b) Outcome variable.

9. The DV (dependent variable) in a study is the
a) Variable expected to change the outcome

variable.

b) Outcome variable.

10. All studies allow you to determine if the IV

causes changesin the DV.
a) True.
b) False.

11. The way a variable is measured:

that can be used on that variable.

b) Has very little impact on how researchers

conduct their statistical analyses.”

12. Researchers typically treat summed
questionnaire/survey scores as which scale of

measurement?
a) Nominal scale of measurement.
b) Ordinal scale of measurement.

©) Interval scale of measurement.

13. The scale of measurement that quantifies
the thing being measured (i.e., indicates how

much of it there is):
a) The nominal.
b) The ordinal.

©) Both the interval and ratio.

aa'Determines thekinds of statistical procedures

14. The scale of measurement that categorizes
objects into different kinds of thingsis:

a) The nominal.
b) The ordinal.

o) Both the interval and ratio.

15. The scale of measurement that indicates
that some objects have more of something
than other objects but not how much more is:

a) The nominal.
b) The ordinal.

©) Both the interval and ratio.

16. If a variable can be measured in fractions of
units, itis a: variable.

a) Discrete.

b) Continuous.

17. You are conducting an experiment to see if
exposure to more sunlight increases happiness
levels for workers who typically spend the
entire day in windowless offices. Choose the
dependent variable.

a) Sunlight.

b) Time of day.

© Windowless offices.
d) Happiness level.

18. A researcher suspects that a cholera
outbreak is happening because of tainted wells
in the city. Most of the cases are clustered
around public wells that draw their water
from the underground aquifer. Choose the
independent variable.

a) The underground aquifer.
b) Wells.

©) Cholera.

d) The City.



19. Studies have shown that condom use
is effective in controlling the spread of HIV.
However, studies also show that a combination
of two HIV medications (tenofovir and
emtricitabine) can also control the spread of the
disease. Choose the dependent variable.

a) Tenofovir.

b) Emtricitabine.
©) Both a) and b).
d) HIV.

Chapter 8| Getting Down and Dirty with Data

20. In an experiment, the variable that is being
measured is referred to as the:

a) Independent variable.
b) Confounding variable.
©) Dependent variable.

d) Measurement variable.

e) Dependant variable.
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Chapter

Descriptive Statistics

Learning objectives for this chapter

A. ldentify appropriate numerical and graphical summaries
for each variable type.

B. Understand data presented in a graph and organize data
into frequency distribution graphs, including bar charts, pie
charts, histograms, and Box-and-whiskers plot.

C. Understand the concept of a frequency distribution as an
organized display showing where all of the individual scores are
located on the scale of measurement.

D. Understand the purpose of measuring central tendency
and identify the circumstances in which itsuse is appropriate.

E. Define and interpret summary statistics for a quantitative
variables, including mean, median, standard deviation, range,
and IQR

F. Understand the relation between the measures of central
tendency in symmetrical and skewed distributions.

G. Learn the characteristics and properties of a normal curve.
H. Understand standard error and variability.

I. Understand the concept of the Central Limit Theorem and
its application toincrease the accuracy of measurements.

J. Recognize that a confidence interval will capture the true
parameter for the specified percentage of all random samples
and interpret a confidence interval in context.

Descriptive Statistics are required to summarize large data sets,
so they can be clearly illustrated.

The properties of a parameter are specified by their so-called scale
of measure. As we studied in the last chapter, generally two types
of parameters are distinguished:

» Avariable may have a metric level (quantitative data) if it can
be counted, measured or weighted in a physical unit or at least
can be recorded in whole numbers.

» Likewise, a variable may have a category classification
(qualitative data) if they cannot be measured, but classified.
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Special considerations:
Comparing the relative
magnitude of the different
sections of a pie chart

is more difficult than
comparing bar heights

Some types of data are best described with a table, some with
a chart and some perhaps with both, whereas with other types
of data, a numeric summary might be more appropriate. In this
chapter we will learn how and when to use this resources.

Summarizing and Graphing Categorical Data

A categorical variable is summarized in a fairly straightforward way.
You just tally the number of subjects in each category and express
this number as a count —and perhaps also as a percentage of the
total number of subjects in all categories combined.

To better illustrate this concept, as well as the following ones, we
will take a sample of 422 subjects. This sample will be summarized
by race, as is shown in Table 9.1.

The joint distribution of subjects between two categorical
variables (such as Race b Genderﬁ, canbe summarized by a cross-
tabulation (“cross-tab”), as is shown in Table 9.2 with the same
sample of 422 subjects.

Categorical data are usually summarized graphically as frequency
bar charts or as pie charts.

Frequency Bar Charts

Displaying the spread of subjects across the different categories
of a variable is most easily done with a bar chart (Figure 9.1-A).

To create a bar chart manually from a tally of subjects in each
category, you draw a graph containing one vertical bar for each
category, making the height proportional to the number of
subjects in that category.

Pie Charts

This resource shows the relative number of subjects in each
category by the angle of a circular wedge (like a piece of the pie)
(Figure 9.1-B).

To create a pie chart manually, you muItip{y the percent of subjects
o

in each category by 360 (the number of degrees of arc in a full
circle), and then divide by 100.



Table 9.1. Example of Subjects Categorized by Race

Race Count Percent of Total
White 128 303%
Black 41 334%
Asian 70 16.6%
Other 83 197%
Total 422 100%

Table 9.2. Example of a Cross-Tab of Subjects by Two Categorical
Variables

White Black Asian Other Total
Male 60 60 34 42 196
Female 68 81 36 41 226
Total 128 14 70 83 422

Lo —
120 —
100 —
80
60 —
40
20 -

Number of Subjects

Asian

White Black  Asian  Other

A B
Figure 9.1. Graphic examples for frequency bar charts and pie charts.

Summarizing Numerical Data

Numerical variables aren't as simple to summarize as categorical
variables.

The summary statistics for a numerical variable should convey, in
a concise and meaningful way, how the individual values of that
variable are distributed across your sample of subjects, and
should give you some idea of the shape of the true distribution
of that variable in the population from which you draw your sample.

Chapter 9 | Descriptive Statistics

57



58 Clinical Epidemiology: An Active Learning Approach

That true distribution can have almost any shape, including the
typical shapes shown in Figure 9.2: normal, skewed, pointy-
topped, and bimodal (two-peaked).

Frequency distributions have four important characteristics:
» Center: Where do the numbers tend to center
» Dispersion: How much do the numbers spread out?

» Symmetry: Is the distribution shaped the same on the left
and ri§ht sides, or does it have a wider tail on one side than the
other?

» Shape: Is the top of the distribution nicely rounded, or
pointier or flatter?

This characteristics are measured using numbers, which will be
detailed below.

Center

It's perhaps the most important single thing that needs to be known
about a set of data: at what value the data tend to center around.
This characteristic is called central tendency, and three measures
of central tendency are described: mean, median, and mode.

Figure 9.2. Graphic examples of four different shapes of distributions:
Fo)rmal (a), skewed (b), pointy-topped (€), and bimodal (two- peaked)
d)



Arithmetic mean

Commonly called the mean or the average, is the most familiar
and most often used measure of central tendency.

Iltis only a number that summarizes a series of values from which it
is calculated. You can obtain it by adding all the values of a certain
population and dividing the total by the number of values that were
added.

It is represented symbolically by the Greek letter p (mu) when it is
obtained from population data, and by X when it is estimated from
arandom sample.

The mean is the mathematical result that synthesizes the data in
a single figure, and we must not forget that it only describes the
group as such and not each of its elements.

The following are properties of the mean:

» Uniqueness: for a given set of data, there is only one
arithmetic mean.

» Simplicity: the arithmetic mean is easy to understand and
calculate.

» In the data series, all values are used for its calculation.
Therefore, extreme values can skew the result.

The mean is used to summarize quantitative data when the
study group is too large or when the series of observations has no
extreme values.

Median

Is defined as that value that is in the middle of a population
whose values are ordered according to their magnitude.

If the number of observations is odd, the median will be the value
that lies in between. When the number of observations is even, the
average of the two observations in between is taken.

The median can be obtained as follows:

1. The values of the variable are ordered from least to greatest
and are numbered progressively.

2.The middle value is determined by 0.5 (N + 1), regardless of
whether N is even or odd.

3.If the previous equation provides an integer, the median value
corresponds to the one in that position. Otherwise, the fraction
that follows the integer is multiplied by the difference between
the two ordered values of the variable and the result is added to
the smaller value.
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The following are properties of the median:
» Unique.
» Simple.
» Extreme values do not affect it (as in the mean).

» Divides the data into two equal parts, each with 50% of the
observations.

The following are disadvantages of the median in relation to the
mean:

» Disdain information, because it only considers the values of
1 or 2 observations.

» When two or more groups come together in one, you cannot
calculate a median from the median of each group.

The median is used to summarize quantitative data when the
group under study is small and does not have a symmetric
distribution.

Mode
Is the most repeated value in a group of data.

A group of data can have more than one mode. This measure can
be used for both qualitative and c||uantitative variables. However, its
use is limited because of the little information it provides.

Dispersion
The second most important thing to understand about a set of

numbers is how tightly or loosely they tend to cluster around
a central value; that is, how narrowly or widely they're dispersed.

There are several common ways to measure this dispersion.

Standard Deviation (SD or sd)

Tells you how much the individual numbers tend to differ from
the mean (in either direction).

When talking about population distributions, the SD describes
the width of the distribution curve. Figure 9.3 shows three
normal distributions. They all have a mean of zero, but they have
different standard deviations and therefore, different widths. Each
distribution curve has a total area of exactly 1.0, so the peak height
is smaller when the SD is larger.

Standard deviations are very sensitive to extreme values
(outliers) in the data.
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Figure 93. Three distributions with the same mean but different
standard deviations.

Several other useful measures of dispersion are related to the SD:

» Variance: Is just the square of the SD.
» Coefficient of variation (CV): Is the SD divided by the

mean.

Range

s the difference between the smallest value (the minimum value)
and the largest value (the maximum value):

Range = maximum value — minimum value.

As such, it is extremely sensitive to outliers.

Centiles
The basic idea of the median (that half of your numbers are below
the median) can be extended to other fractions besides 1/2.

A centile is a value to which a certain percentage of the values are
below. For example, 174 of the values are less than the 25th centile
(and 3/4 of the values are greater).

The median is just the 50th centile. Some centiles have common
nicknames:

» The 25th, 50th, and 75th centiles are called the first, second,
and third quartiles, respectively.

» The 20th, 40th, 60th, and 80th centiles are called quintiles.
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» The 10th, 20th, 30th, and so on, up to the 90th centile, are
called deciles.

The inter-quartile range (or IQR) is the difference between the
25th and 75th centiles (the first and third quartiles).

When summarizing data from strangely shaped distributions (aka,
not normal), the median and IQR are used instead of the mean

and SD.

Symmetry and Shape

Skewness

Refers to whether the distribution has left-right symmetrg or
whether it has a longer tail on one side or the other (Figure 9.4)

Many different skewness coefficients have been proposed over
the years; the most common one, often represented by the Greek
letter y (lowercase gamma), is calculated by averaging the cubes
(third powers) of the deviations of each point from the mean and
scaling by the standard deviation. lts value can be positive, negative,
or zero.

» A negative skewness coefficient (y) indicates left-skewed
data (long left tail).

» A zero y indicates unskewed data.
» A positive y indicates right-skewed data (long right tail).

Kurtosis

Is a way of quantifying the differences in the shape of the
distributions.

There are three basic distributions (Figure 9.5):
» A pointy top, and fat tails (leptokurtic).
» Normal appearance.

» Broad shoulders, small tails, and not much of a pointy top
(platykurtic).

Figure 94. Distributions can be left-skewed (a), symmetric (b),
orright- skewed (¢).



Figure 9.5. Three distributions: leptokurtic (@), normal (b), and
platykurtic (e).

Gathering Together Summaries and Descriptive Tables

Descriptive tables contain the most useful summary statistics
of the results and are arranged in a concise way.

Some of the biostatistical reports include N, mean, SD, median,
minimum and maximum, and are arranged like this:

» Mean £ SD (N).
» Median (minimum - maximum).

The real utility of this summary is that it allows you to identify
changes over time and between groups. Table 9.3 shows an
example of this summary resource.

Putting Numerical Data into Graphics

Displaying information graphically is a central part of interpreting
and communicating the results o1‘ya scientific research. Besides, by
graphing our data we can easily spot unnoticed subtle features
in a table of numbers.

Table 9.3. Example of a Descriptive Table

Systolic Blood Pressure Treatment Results

Drug Placebo

1387 £10.3 (40) 141.0 £10.8 (L4O)
Before Treatment

1395 (117-161) 143.5(1M-160)

1211+ 139 (40) 1410 + 154 (40)
After Treatment

1215 (85-154) 12,5 (100-166)

176 + 80 (L0) -01+99 (L0)
Change

75 (-34-4) 15 (-25-18)
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Histograms

Histograms are bar charts that show what fraction of the subjects
have values falling within specified intervals.

The main purpose of a histogram is to show you how the values
of a numerical value are distributed. This distribution is an
approximation of the true population frequency distribution for
that variable (Figure 9.6).

Because a sample is only an imperfect representation of the

opulation, determining the precise shape of a distribution can
Ee difficult unless the sample size is very large. Nevertheless, a
histogram usually helps to spot skewed data.

The kind of shape that occurs very often in Medicine is typical of
a log-normal distribution. It's called “log-normal” because if

ou take the logarithm of each data value (it doesn't matter what
Kind of logarithm you take), the resulting logs will have a normal
distribution (more on the normal distribution in a few lines ahead).

Log-normality isn't the only kind of non-normality that can arise
in real-world data. Depending on the underlyin§ process that gives
rise to the data, the numbers can be distributed in other ways.

There are many ways to transform the data to make them look
“approximately normal”. However, when failing to accomplish it, we
must analyze the data using nonparametric methods, with which
we don't assume that the data are normally distributed.
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Figure 9.6. Histogram showing the frequency of the temperature of the
air quality measurements in LaGuardia Airport, New York, from May to

September 1973



Bars, Boxes, and Whiskers

If you want to show how a variable varies from one group of
subjects to another, two types of graphs are commonly used for
this purpose: bar charts and box-and-whiskers plots.

Bar Charts

This graph allows us to display and compare the means of several
groups of data (Figure 9.7).

The bar height equals the mean (or median) value of the variable.

The error bars are lines that represent the spread of values for
each variable (SD above and below the top value of the bar).

Cons: it doesn't give a very good picture of the distribution of
the variable within each group nor gives information about the
skewness.

Box-and-Whiskers Plots

Also called Box plot. This graph represents a lot of information
about the distribution of numbers in one or more groups of
subjects (Figure 9.8).
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Figure 9.7. Bar chart showing the average by day of the temperature of

the air quality measurements in LaGuardia Airport, New York, from May
to September 1973.
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Useful tip:

Amedian that's not located
near the middle of the
boxindicates a skewed
distribution.
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Figure 9.8. Box-and-whiskers plot showing the temperature of the
air quality measurements in LaGuardia Airport, New York, from May to

September 1973,

A Box plot has the following components:
» A box spanning the interquartile range (IQR).

— Extends from the first quartile (25th centile) to the third
uartile q5th centile) of the data, encompassing the middle
0% of the data.

» A thick horizontal line, drawn at the median (50th centile),
usually located at or near the middle of the box.

» Dashed lines (whiskers) extending out to the farthest data
point that's not more than 1.5 times the IQR away from the box.

» Individual points lying outside the whiskers, considered
outliers.

The Normal Distribution

The normal distribution is simply a distribution with a certain shape.
It is normal because many things have this same shape. Is a specific
frequency distribution pattern that is common in biological data,
for which many statistical tests have been designed (e.g. t-test,
analysis of variance).

Normal distributions are bell-shaped and symmetric. The mean,
median, and mode are equal, and the variability is described by the
standard deviation. The characteristics of a normal distribution
are illustrated in Figure 9.9.
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Figure 9.9. Characteristics of the Normal Distribution.

The empirical rule for the Normal Distribution (also known as the

68-95-997 rule) states:

» About 68% of the values in a normal distribution are within
one standard deviation of the mean.

» About 95% of the values in a normal distribution are within
two standard deviations of the mean.

» About 99.7% of the valuesin a normal distribution are within
three standard deviations of the mean.

It is easy to re-create any normal distribution if you know two
parameters: the mean and the standard deviation. The mean is
the center of the bell-shaped picture, and the standard deviation is
the distance from the mean to the inflection point (the place where
the concavity of the curve changes on the graph).

The Standard Error

If you take a random sample from a population and calculate the
sample mean, this information provides with an estimate of the
population mean. However, if we analyze a different sample, it may
give a different estimate of the population mean.

So if we take (say) 100 samples all of the same size, n = 4, we
would get a spread of sample means which we can display visually
in a histogram. The variability of these sample means gives us
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Easily explained:
Basically, the Central Limit
Theorem is saying that the
more times you roll a die,
the more likely the shape
of the distribution of the
means tends to look like a
normal distribution graph.

an indication of the uncertainty attached to the estimate of the
population mean when taking only a single sample (very uncertain
when the sample size is small to much less uncertainty when the
sample size is large).

The standard error or variability of the sampling distribution of
the mean is measured by the standard deviation of the estimates.
If we know the population standard deviation, s, then the standard
error of the mean is given by o sqd/n .

Fundamental Knowledge

» The mean of all the sample means will be the same as the
population mean.

» The standard deviation of all the sample means is known as
the standard error (SE) of the mean or SEM.

» Given a large enough sample size, the distribution of sample
means, will be roughly Normal regardless of the distribution of
the variable.

The standard error is a measure of the precision of a sample
estimate. It provides a measure of how far from the true value in
the population the sample estimate is likely to be.

All standard errors have the following interpretation:

» A large standard error indicates that the estimate is
imprecise.

» A small standard error indicates that the estimate is precise.

» The standard error is reduced, that is, we obtain a more
precise estimate, if the size of the sample is increased.

The Central Limit Theorem

The Central Limit Theorem states that the sampling distribution
of the sample means approaches a normal distribution as
the sample size gets larger —no matter what the shape of the
population distribution.

That statement means that as you take more samples, especially
large ones, the graph of the sample means will look more like a
normal distribution.

An essential component of the Central Limit Theorem is that the
average of the sample means will be close to the population
mean. In other words, add up the means from all of your samples,
find the average and it will be close to your actual population
mean. The same concept applies to the standard deviations. It's
a pretty useful phenomenon that can help accurately predict
characteristics of a population.



Confidence Intervals

Confidence Intervals (Cl) indicate a range of values that’s likely
to encompass the truth, that is, a range of values that surround
the sample statistic in order to correspond with the value of the
population parameter.

Cl are written as a pair of numbers separated by a dash, like this:
114-126. The two numbers make up the lower and upper boundaries
(confidence limits).

The probability that the confidence interval encompasses the
true value is called the confidence level of the confidence
intervals. The most commonly value is 95%, that's why whenever
aresearcher reports a confidence interval, he states the confidence

level like this: 95%Cl = 114-126.

As a general rule: higher confidence levels correspond to wider
confidence intervals, and lower confidence level intervals are
narrower.

Properly calculated, 95% confidence intervals contain the true
value 95% of the time and fail to contain the true value the other
5% of the time. Usually, this confidence limits are calculated to
be balanced so that the 5% failures are split evenly. If the data are
normally distributed, with a mean of O and a standard deviation
of 1, the confidence intervals would be -1.96 and +1.96, because
95% of all z-scores fall within these values (Figure 9.9).

To calculate the confidence intervals with large samples (higher
than 30), you can use the following equations:

» Lower boundary: X — (1.96 * SE).
» Upper boundary: X + (1.96 * SE).

You can also use the Cl as an alternative to assess significance. In
order to do so, youfirst define a number that measures the amount
of effect you're testing for. This effect size can be the difference
between two means or two proportions, the ratio of two means,
an odds ratio, a relative risk ratio, or a hazard ratio, among others
(more on this in the following chapters). The complete absence of
any effect (no-effect value) corresponds to a difference of O, or a
ratio of 1. Based on this:

» If the 95% Cl around the observed effect size includes the
no-effect value (O for differences, 1for ratios), then the effect s
not statistically significant (that s, a significance test for that
effect will produce p > 0.05).

» If the 95% Cl around the observed effect size doesnotinclude
the no-effect value, then the effect is statistically significant
(that s, a significance test for that effect will produce p < 0.05).
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Key Terms
Define the following terms.

Bar chart
Box-and-whiskers plot
Center

Centiles

Central limit theorem
Central tendency
Confidence interval
Confidence limits
Cross-tabulation
Descriptive statistics
Descriptive table
Dispersion

Frequency bar chart

The same kind of correspondence is true for other confidence

levels and significance levels:

» 90% confidencelevels correspond to the p = 0.10 significance

level.

» 99% confidencelevels correspond to the p = 0.01significance
level, and so on (more on the p-value in the following Chapters).

Frequency distribution
Histogram
Inter-quartile range
Kurtosis

Mean

Median

Mode

Nonparametric method
Normal distribution
Parametric method

Pie chart

Properties of the mean

Properties of the median

Qualitative data
Quantitative data
Range

Scale of measure
Shape
Significance
Skewness
Standard deviation
Standard error
Statistically significant
Symmetry
Uncertainty
Variability



Active Learning Section
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Consolidate the knowledge you acquired in this Chapter through the following exercises.

1. Based on the data shown in Table AL8.1:

» Describe the summary measures (if
any) that you would use to summarize the
variable.

 What graphical methods would you use to
display each of the variables?

2. Make a sketch of the following, indicating
the approximate locations for the mean,
median and mode:

¢ A normal distribution.
o A skewed distribution.
 Arectangular distribution.

3. The following numbers represent the time
in minutes that twelve medical students
took to get to school on a particular day.

18, 34, 68, 22,10, 92, 46, 52, 38, 29, 45, 37

o Calculate the quartiles and find the
interquartile range.

4. Histograms of grades (out of 100) on three
different exams for a group of 150 students
are given in Figure AL9.1. ?he pass grade for
each exam is 6.0.

» For each exam, was the percentage who
passed about 50%, well over 50% or well

under 50%7?
5. Based on the box-plot shown in Figure 9.8:

» Comment on the differencesin the shape,
spread, and location of the box-plots.

 Calculate the median, the first quartile
and the third quartile for the data of June.

 Calculate the interquartile range for the
data of August.

 Identify and determine the outliners
present in the graph.

40 +
Number of 30+
students
20+
Exam A 104
5
Exam grades
Number of
students
Exam B
5
Exam grades
40 +
Number of 30+
students
20+
Exam C 104l
) 5 10

Exam grades

Figure AL9.1. Histograms of grades on 3 exams.

6. Individuals with cystic fibrosis (CF) are
subject to recurrent respiratory infections
(exacerbations) that often require intravenous
antibiotic treatment and may result in
permanent loss of lung function. In 2010,
Collaco et al. performed a retrospective
study on 1535 subjects in the United States
to investigate the effects of delivering
therapy in hospital and at home. Antibiotic
treatment was given following an exacerbation.
When raw forced expiratory volume (FEVT)
measurements were converted to Knudson
percentiles, the authors found that long-
term decline in FEV1 after exacerbation was
observed regardless of whether antibiotics
were administered in the hospital (mean =
-33 and SD = 84 percentage points for
n = 602 courses of therapy) or at home
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(mean = -3.5 and SD = 7.6 percentage points
for n = 232 courses of therapy). No significant
difference in intervals between courses of
antibiotics was observed between hospital
median 119 days, interquartile range 166
221 — 55) days) and home (median 98 dallpys,

interquartile range 155 (204 — 49) days) (
0.29(;. ¢

» Determine the 95% confidence interval
for the mean decline in FEV1 (expressed in
ercentage points) for both the hospital and

Eome administration of antibiotics.

o Interpret the 95% confidence interval
for the mean decline in FEV1 (exEressed
ospital

in percentage points) for the
administration of antibiotics.

» Why do you think the authors provided
the median interval between courses of

antibiotics rather than the mean interval?

7. In the campaign against smallpox, a doctor
inquired into the number of times 150 people
aged 16 and over in an Ethiopian village had
been vaccinated. He obtained the following
figures: never, 12 people; once, 24; twice, 42,
three times, 38; four times, 30; five times, 4.

Based on this data:

« What is the mean number of times those
people had been vaccinated and what is the

standard deviation?

« Is the standard deviation a good measure

of variation in this case?

8. From the 140 children whose urina
concentration of lead was investigated, 4
were chosen who were aged at least 1 year but
under 5 years. The following concentrations
pmol/24h)  were found.

of copper (in

0.70, 045, 072, 0.30, 116, 0.69, 0.83, 0./4,
1.24, 077, 0.65, 0.76, 042, 0.94, 0.36, 0.98,
0.64,0.90, 0.63, 0.55, 0.78, 010, 0.52, 042,
0.58, 0.62, 112, 0.86, 0.74, 1.04, 0.65, 0.66,
0.81, 048, 0.85, 075, 073, 0.50, 0.34, 0.88.

« Find the mean, median, mode, range, and

quartiles.

o Play with the data and change the value
1.24 to 2.24. See how the statistics found in
the last exercise are affected.

+ With the mean you obtained in the first
exercise, obtain the standard deviation, and
an approximate 95% range. Which points
are excluded from the range mean —-2SD to

mean +2SD?

9. The following data were found in a study of
asthmatic children. What are the best waﬁs of
grap’?ically displaying the summaries of these
data?

o Peak flow: quantitative data and

symmetrically distributed.

o Number of episodes of wheeziness
per day: quantitative data with a skewed
distribution.

« Social class of the child's parents:
qualitative and categorical data.

10. The mean urinary lead concentration in
140 children was 2.18pmol/24h with standard
deviation 0.87.

o What is the standard error of the mean?

11.Multiple-choice questions.

1. Find the median of the set of numbers: 1, 2, 3,
456,78, 9,and10.

al
b)5.5.
0 10.
d) 55.
e 100.

2. The summation of the linear deviations from
the mean for a set of data will always be:

a) A positive number.

b) A negative number.

©) Zero.

d) The absolute value of the mean.

e) None of the above.



3. Which of the following is not a measure of the
variability of data?

a) Variance.

b) Range.

©) Mean.

d) Standard deviation.
e) None of the above.

4. Which one of these statistics is unaffected
by outliers?

a) Mean.

b) Interquartile range.

¢) Standard deviation.

d) Range

5. Which of the following would indicate that a
dataset is not bell-shaped?

a) The range is equal to 5 standard deviations.

b) The range is larger than the interquartile
range.

©) The mean is much smaller than the median.

d) There are no outliers.

6. The following are the quartiles and median
for the times of 100 swimmers aged 19-
29 in the Newport one-mile swim: Q1 =
24 minutes, median = 26 minutes and 45
seconds, Q3 = 28 minutes and 21 seconds.
About what percent of the swimmers had times
in the interval from 24 minutes to 28 minutes
and 21 seconds?

3) 25%.
b) 50%.
9 75%.
d)100%.
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7. Which statement is not true about confidence
intervals?

a) A confidence interval is an interval of values
computed from sample data that is likely to
include the true population value.

b) An approximateformulafora 95% confidence
interval is sample estimate + margin of error.

©) A confidence interval between 20% and
40% means that the population proportion lies

between 20% and 40%.

d) A 99% confidence interval procedure has a
higher probability of producing intervals that
wi incl?,lde the population parameter than a
95% confidence interval procedure.

8. Based on the empirical rule for the normal
distribution, about what percentage of the
values are within two standard deviations of the
mean.

a) 50%.
b) 60%.
c) 68%.
d) 95%.
e) 99%.

9. What shape is a normal distribution?
a) Bi-modal.

b) Inverted (U).

©) Bell shaped.

d) Ascending line.

e) Descending line.

10. Which measure is the most unreliable
indicator of central tendency if data are skewed?

a) Distribution.
b) Median.

o) Range.

d) Mode.

e) Mean.
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11. What type of distribution is observed when
most of the scores cluster around the higher
end of the scale?

a) A positively skewed distribution.
b) A related distribution.

©) A negatively skewed distribution.
d) A normal distribution.

€) A bi-modal distribution.

12. What type of distribution is observed when
most of the scores cluster around the lower end
of the scale?

a) A positively skewed distribution.
b) A related distribution.

© A negatively skewed distribution.
d) A normal distribution.

e) A bi-modal distribution.

13. Which two measures use the mean as a
baseline and identify the extent to which scores
differ from this?

a) Variance and standard deviation.
b) Standard deviation and median.
©) Mode and median.

d) Standard deviation and range.

€) Sum and variance.

14. The Central Limit Theorem says that the
mean of the sampling distribution of the sample
meansis:

a) Equal to the population mean divided by the
square root of the sample size.

b) Close to the population mean if the sample
size is large.

©) Exactly equal to the population mean.
d) None of the above.

15. Which one of the following statements is
true?

a) A pie chart is one in which a circular ‘pie’
is split into sectors, one for each category of
a categorical variable, so that the area of each
sector is equal.

b) A sensible way of displaying continuous
numerical data is to draw a bar chart.

o A histogram is a chart in which separate
vertical (or%worizontal) bars are drawn with gaps
between the bars; the width (height) of each
bar relates to a specific range of values of the
variable, and its height (widthg) is proportional to
the associated frequency of observations.

d) The distribution of a variable is right skewed
if a histoiram of observed values has a long tail
to the right with one or a few high values.

e) A box-and-whisker plot comprises a
vertical or horizontal rectangle indicating the
interquartile range, within which is the median;
the ends of the ‘whiskers’ represent the upper
and lower limits of the 95% confidence interval
for the median.

16. A 95% confidence interval is:

a) The range in which a mean value falls
approximately 95% of the time.

b) The range in which 95% of the study
observations can be expected to lie.

cal The range in which we are 95% certain that
the true population value lies.

d) The range calculated as the mean + 1.96
standard deviations and which excludes 5% of
the sample.



17. If a set of observations follow the Normal
or distribution, which one of the following
statements is true?

a) Its mean and variance are equal.

b) Its observations are derived from healthy
individuals.

©) lts mean and variance are always equal to
zero and one, respectively.

d) 95% of the observations lie between the
mean + 1.96 times the variance.

€) Approximately 68% of the observations lie
between the mean + the standard deviation.

18. When numerical data are arranged in order
of magnitude, which one of the following
statements is true?

a) The interquartile range is the difference
between the first and fourth percentiles.

b) The interdecile range contains the central
0% of the ordered observations.

©) The middle observation is always equal to the
arithmetic mean.

d) The 50th percentile is equal to the fifth

quartile.

€) The first percentile is always equal to the
minimum value.
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19. Which one of the following statements is
true?

a) The median is greater than the arithmetic
mean if the data are skewed to the right.

b) The median value of n observations is equal
to the (n + 1)/2th value in the ordered setif nis
odd.

© The median and the weighted mean are
always identical if the weights used in the
calculation of the weighted mean are equal.

da The logarithmic transformation of left-
skewed data will often produce a symmetrical
distribution when the transformed data are
plotted on an arithmetic scale.

e) The geometric mean of a data set is equal
to the arithmetic mean of the log-transformed
data.

20. As part of an epidemiological study
investigating the  association  between
consumption of dairy products in adolescence
and the onset of cardiovascular disease later
in_life, study investigators plan to collect
information on weekly egg consumption
from a sample of child)lfen aged 14-17 years
using  self-administered  questionnaires.
The authors wish to summarize the data on
the number of eggs consumed in a week.
Which one of the %ollowing approaches would
be the best way to summarize these data?

a) The arithmetic mean and range.
b) The median and interquartile range.
©) The median and range.

d) The arithmetic mean and standard deviation.
e The mode.
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Chapter 1 O

Inferential Statistics

Learning objectives for this chapter
A. Understand hypothesis testing as making an argument.
B. Identify the steps of hypothesis testing.

C. Define null hypothesis, alternative hypothesis, level of
significance, test statistic, p-value, and statistical significance.

D. Recognize that the strength of evidence against the null
hypothesis depends onhowunlikelyit would be to get a statistic
as extreme just by random chance, if the null hypothesis were
true.

E. Demonstrate anunderstanding of the concept of statistical
significance.

F. Interpret the p-value.

G. Recognize Type | and Type Il error, and interpret them in
context.

In Inferential Statistics, the main aim is to use the information
obtained from a sample of individuals to make inferences about
the population of interest. It is never known how representative
this sample is, so these inferences are always made with some
uncertainty. This uncertainty is measured by probabilities, and
these probabilities measure the degree of confidence of our
conclusions about the population.

There are two basic approaches to statistical analysis: Estimation
(with Confidence Intervals) and Hypothesis Testing (with
p-values).

Hypothesis

All hypothesis tests are based on specific assumptions. If these
assumptions are violated, these tests may yield misleading
results. Therefore, the first step when conducting any hypothesis
test is to determine if the data your are about to analyze meet the
four basic assumptions.
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Basic Assumptions for Hypothesis Testing

1. Independence of the data: Each participant’s score within a
condition is independent of all other participants’ scores within
that same condition.

2.Appropriate measurement of variables for the analysis:
The independent variable must identify a group of people
who are different from the population in some way, and the
dependent variable must be measured on an interval or ratio
scale of measurement.

3.Normality of distributions: The distribution of sample
means for each condition must have a normal shape.

4. Homogeneity of variance: The variances in each condition
of the study are similar.

Hypothesis Testing

Statistical analysis is concerned not only with summarizing data
but also with investigating relationships. If an investigator
conducting a study has a theory in mind, his theory is known as the
study or researclz hypothesis. However, it is impossible to prove
most hypotheses; one can always think of circumstances which
have not yet arisen under which a particular hypothesis may or may
not hold. Thus, there is a simpler logical setting for disproving
hypotheses than for proving them.

The opposite of the research hypothesis is the null hypothesis
(H,, read as “"H-naught”). Such hypothesis is usually phrased in
the negative and that is why it is termed null. The null' hypothesis
predicts that the difference observed “occurred by chance”.

Unfortunately, only one of the hypothesis can be correct.

Table 10.1 states a representation of the hypothesis based on the
following example:

A teacher predicts that frequent quizzing will increase test scores
in his students.

» His research hypothesis states that the student who take
frequent quizzes willhave a higher mean that the population of
students who did not take frequent quizzes.

» The null hypothesis is that frequent quizzing will either have
no effect on test scores or will decrease them.



Table 10.1. Research and Null Hypothesis

The Difference
Hygl_othe5|s Syirlse Verbal Between Sample and
ype Population Means was
Created by
The population of
people who take
Research pQuiz frequent quizzes ~ The treatmentimproving
hypothesis >75 willhave quiz final exam scores

scores higher than

The population of

people who take

Null pQuiz  frequent quizzes
hypothesis <75 will not have quiz
scores higher than

75

Sampling error

Since we've stated before that only one hypothesis can be correct,
the entire point of performing hypothesis testing is to determine
which of these two hypothesis is most likely to be true. To do
this, we strongly recommend to follow the following critical path:

1. It is assumed that the parameters of both populations
are identical and there is no difference between them (this
defines our null hypothesis, HO).

2.The sample statistics are calculated. If the sample
statistics calculated are identical, it could be concluded that
there are no differences between the populations, and the study
would be terminated.

3.1If the statistics calculated from the samples are different,
in principle you could think that the difference is because of
chance. In other words, since until now the null hypothesis is
considered to be true, the difference is explained because in
one of the populations, elements with different values from
those selected in the other population have been selected by
chance.

4. The following question is immediately asked: if the samples
that are being compared come from the same universe, how
likely is it to observe a difference like the one being observed?
To answer it, we'll have to calculate the probability that the
difference occurred by chance.

Chapter 10 | Inferential Statistics
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5. Finally, you have to pick one of the following options:

— If there is a high probability that the results obtained
occurred by chance, then it cannot be ruled out that
chance is the explanation of the difference observed and
the null hypothesis is not rejected.

— If there is a low probability that the results observed
are due to chance, then it is thought that there must be
another explanation for the differences found and the null
hypothesis is rejected.

“Not rejecting a null hypothesis” means that we do not find
evidence that allows us to assume that the two populations are
different, since the difference found may, with great probability, be
due to chance.

» Caution: When we do not reject a null hypothesis, we
generally avoid affirming that the populations studied are equal.

Rejecting a null hypothesis implies that the difference observed
is unlike?y to be explained by chance, so the difference must be
explained by another cause. Consequently we suggest a second
hypothesis tKat we call an alternate hypothesis, H1.

Most often, we try to test our research hypothesis by testing the
alternate hypothesis. But beware, the only thing that proves the
alternative hypothesis is that chance is an unlikely cause as an
explanation of the differences found.

To verify a statistical hypothesis you can proceed according to
the following sequence:

1. Statement of the hypothesis: State a null hypothesis
(statement you are looking for evidence to disproveg, and an
alternative hypothesis (HA).

2. Selection of the level of significance: The a of the test.

3. Description of the population of interest and approach to the
necessary assumptions.

4, Selection of the relevant statistic.

5. Specification of the test statistic and consideration of its
distribution.

6. Specification of rejection and acceptance regions.

7. Data collection and calculation of the necessary statistics.
8. Statistical decision.

9. Conclusion.



Statistical Significance

All the famous statistical significance tests (Student t test, chi-

square, ANOVA, etc.) work on the same general principle: they

evaluate the size of the apparent effect you see in your data

3gainst the size of the random fluctuations present in your
ata.

In order to test for significance, it's useful to follow this general two
steps:

1. Obtain a test statistic.

— Each test has its own formula, with which we will obtain a
final result (test statistic).

— This test statistic represents the magnitude of the effect
you're looking for in relation with the magnitude of the
random noise in your data.

2.Determine how likely it is for random fluctuations to
produce a test statistic as large as the one obtained from
the data.

— There are formulas that describe how much the test
statistic bounces around if only random fluctuations are
present (that s, if HO is true).

Criterion for Significance

We take the value a as the cut-off point to determine what results
we are going to consider as “statistically significant”. Usually, the
value for ais set as 0.05 (more on this in the Type | error section).

The p-value

The medical journals are replete with p-values and tests of
hypotheses. Itis a common practice among medical researchers to
quote whether the test of hypothesis they carried out is significant
or non-significant, and many researchers get very excited when
they discover a “statistically significant” %inding without really
unglerstanding what it means.

Where Does the p-value Came From?

The prominence of the p-value in the scientific literature is
attributed to R. A. Fisher, who did not invent this probability
measure but did popularize its extensive use for all forms of
statistical research methods starting with his seminal 1925 book,
“Statistical Methods for Research Workers”.
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Useful tip:

When the sample size is
big enough, even small
ﬁﬂerences observed
can be considered as
“statistically significant”.
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The p-value can be
understood as the
probability to find a value
of the statistic of contrast
farther or more extreme
than what was observed in
the current sample if we
repeat the experiment in
the same conditions in an
infinitely manner.

According to Fisher, the correct definition of the p-value is:

» “The probability of the observed result, plus more extreme
results, if the null hypothesis were true.”

Fisher's purpose was not to use the p-value as a decision-making
instrument but to provide researchers with a flexible measure
of statistical inference within the complex process of scientific
inference. In addition, there are important assumptions associated
with proper use of the p-value.

How to Interpret a p-value?

The p-value is used in all statistical tests, from t tests to regression
analysis. Despite being so important, the p-value is a difficult
concept and many often interpret it incorrectly.

The p-value should be understood as the proportion of times
that the contrast statistic (mean, standard deviation, variance,
proportion, etc.) takes a more extreme (different) value than the
result of the experiment performed.

Fisher developed the criterion for “statistically significant” when
the p-value is lower than 0.05. This criterion of 95% confidence
(or O.05 probability), is the basis of modern Statistics.

The significance testing that we use today is based on the Fisher's
idea using the p-value as an index of the weight of evidence
against a null hypothesis. The cut-off point of p-value lower than
0.05 is not totally explained, however, the use of dogmatic and
fixed cut-off point does not work in all circumstances. The use of
effect sizes regulate the balance between the use of arbitrary cut-
off points and indicate the meaningful effect of the difference.

Using p-values to Make a Decision About Whether to
Reject or Not Reject the Null Hypothesis

Based on the premise that the results are statistically significant
if the p-value is less than 0.05, whenever you are confronted with
determining whether or not you should reject the null hypothesis,
you can use either one of the following two rules:

» If the obtained value is more extreme than the critical value,
you should reject the null hypothesis.

» If the p value is less than the a value, you should reject the
null hypothesis.



Statistical Power: Type | and Type Il Errors
Type | Error

If you reject the null hypothesis when it is in fact true, then
you'll be making a Type | error (false-positive).

Statisticians use the Greek letter alpha () to represent the
probability of makinga Type | error. The quantity aisinterchangeably
termed the test size.

Limiting your chance of making a Type | error (falsely claiming
significance) is very easy. If you don't want to make a Type | error
more than 5 percent of the time, don't declare significance
unless the p-value is less than 0.05. That's called testing at the
0.05 alevel.

» If you're willing to make a Tk/pe | error 10 percent of the time,
use p < 0.10 as your criterion for significance.

Type Il Error

If you do not re{)ect the null hypothesis when it is in fact not
true, then you'll be making a Type Il error (false-negative).

Statisticians use the Greek letter beta (B) to represent the
probability of making a Type Il error. The power of the study is
defined as one minus the probability of a Type Il error, thus the
power equals 1-B. That s, tﬁe power is the probability of obtaining
? i‘statistically significant” p-value when the null hypothesis is truly
alse.

Usually, the value for B is set as 0.10-0.20.

Limiting your chance of makingT a Type |l error (falsely not cIaiminﬁ
significance) is not quite easy. If you don't want to make a Type
error, be sure to have a sufficient sample size in your study.

The relationship between Type | and Il errors and significance tests
is shown in Table 10.2, and is illustrated in Figure 10.1.

The concepts of Type | error and Type Il error parallel the concepts
of sensitivity and specificity (Chapter 22).

» The Type | erroris equivalent to the false positive rate (FPR).
— FPR =1 - specificity.

» The Type Il error is equivalent to the false negative rate (FNR).
— FNR =1 - sensitivity.
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Useful tip:

Type | error means that
there are statistically
significant differences
when actually there are not.

Useful tip:

Type Il error means that
there are not statistically
significant differences
when actually there are.

Bridgeto [Njagnostic
Y'Y VY lests

Sensitivity: Proportion
of true positive (diseased)
with a positive test result.

Specificity:  Proportion
of true negative (non-
diseased) with a negative
test result.
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Table 10.2. Research and Null Hypothesis
The Truth (based on the Entire Population)

Your Conclusion Difference Difference
(based on the Does Not Exists Does Exists
sample) (H, is true) (H, is false)

Right! That's a true
negative case

Type Il error (B)

Right! That's a true
positive case

Non-significant

Significant Type | error (o)

B
Acceptance
. Area
Region
[0
Ho Rejection Region
Hs

Figure 10. Theoretical visual representation of acceptance and
rejection regions, alpha (a) and beta {[)3) error regions, and power.

Key Terms

Define the following terms.

Alpha (o)
Alternate hypothesis

Appropriate measurement
of variables

Assumption
Beta (B)
Confidence
Estimation

False-negative

False-positive
Homogeneity of variance
Hypothesis

Hypothesis testing
Independence of the data
Inferential statistics
Normality of distributions
Null hypothesis

p-value

Probability

Rejecting hypothesis
Research hypothesis
Statistical power
Statistical significance
Test statistic

Type | error

Type Il error
Uncertainty



Active Learning Section

Chapter 10 | Inferential Statistics

Consolidate the knowledge you acquired in this Chapter through the following exercises.

1. Answer the following questions:

e Can 95% confidence intervals be used to
infer P values and vice versa?

e When might a significance test fail to
detect a real effect?

« When is the null hypothesis value outside
the 95% confidence interval?

o What type of error occurs when a
diFFerence{)etween groups is not statistically
significant but is |ar§e enousgh to be thought
clinically important:

e Who decides what size of difference
between groups is clinically important?

2. A clinical trial to compare a mouthwash
against a control found a difference in plaque
score after 1year of 1.1 units, P = 0.006 (two
sided). State if the following are true or false:

 The probability that the null hypothesis is
true is 0.006.

e If the null hypothesis were true, the
probability of gettin%an observed result of
11 or greater is 0.003.

« The alternative hypothesis is a mean

difference of 1.1.

e The probability of the
hypothesis being true is 0.994.

» The probability that the true mean is 1.1
units is 95%.

3. Multiple choice questions.

alternative

1. Hypothesis testing procedures were created
so that researchers could:

a) Study entire populationsrather than samples.

b) Deal with sampling error.

2. Testing casual hypotheses requires knowing
how to:

a) Use statistics.

b) Use research methods to design “fair”
experiments.

©) Both of the above.

3. To conduct a hypothesis test usin§ the z for
a sample mean, the dependent variable must be
measured on a:

a) Ordinal scale.
b) Interval/ratio scale.

¢ Either ordinal or interval/ratio scale.

4. Thefact that the null andresearch hyﬁotheses
are mutually exclusive means that if the null is
true:

a) The research hypothesis must also be true.
b) The research hypothesis can be true or false.
©) The research hypothesis must be false.

5. Evenif the null hypothesis is true, you should
not be surprised il'y the z score resulting from
a significance test is not the exact value you
selected above because of

a) A nonspecific research hypothesis.
b) Sampling error.

6. If the null hypothesis is true, z scores close
to zero are:

a) Likely.
b) Unlikely.
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7. When the research hypotheses is that the
sample mean will be lower than the population
mean, the critical region will be on the

side of the distribution because they are
expecting that the obtained z score will be

a) Positive, positive.
b) Negative, positive.
©) Negative, negative.

8. Which one of the following statements is
true?

a) If the hypothesized value for the effect of
interest (e.g. the difference in means) in a
hypothesis test lies within the 95% confidence
interval for the effect, then we have evidence to
reject the hypothesis, p < 0.05.

b) A hypothesis test of superiority which
proceeds by calculating a test statistic and
relating it to the appropriate probability
distribution to obtain the p-value is so called
because is it superior to testing the hypothesis
using the relevant confidence interval.

© The test statistic that is calculated in a
hypothesis testing procedure reflects the
amount of evidence in the data against the null
hypothesis.

d) A bioequivalence trial is a particular type
of randomized trial which is concerned with
demonstrating that biological treatments have
the same effect as non-biological treatments
on a disease outcome.

e) Nonparametric tests lead to an appreciation
of the data, rather than focusing on decisions,
because they do not concentrate on the
parameters of the underlying distributions.

9. Which one of the following statementsis true
about the probability of making a Type | error
when performing a single hypothesis test?

a) It is equal to one minus the probability of a
ype Il error.

b) It is the probability of rejecting the null
hypothesis when it is true.

0 It is the probability of not rejecting the null
hypothesis when it is false.

d) It can never exceed 0.05.

e It is equal to the significance level of the
hypothesis test.

10. A type Il error occurs when:

a) A statistician makes an error in calculating a
p-value.

b) An important difference between groups has
a p-value larger than 0.05.

o A clinically important effect is unlikely to
have occurred by chance.

d) A new treatment proves more effective
than was thought when the sample size was
calculated.

11. In hypothesis testing, a Type Il error occurs
when:

a) The null hypothesis is not rejected when the
null hypothesis is true.

b) The null hypothesis is rejected when the null
hypothesis is true.

©) The null hypothesis is not rejected when the
alternative hypothesis is true.

d? The null hypothesis is rejected when the
alternative hypothesis is true.



12. A hypothesis test is done in which the
alternative hypothesis is that more than 10% of
a population is left-handed. The p-value for the
test is calculated to be 0.25. Which statement
is correct?

a) We can conclude that more than 10% of the
population is left-handed.

b) We can conclude that more than 25% of the
population is left-handed.

©) We can conclude that exactly 25% of the
population is left-handed.

d) We cannot conclude that more than 10% of
the population is left-handed.

13. A result is called “statistically significant”
whenever:

a) The null hypothesis is true.
b) The alternative hypothesis is true.

©) The p-valueisless or equal to the significance
level.

d) The p-value is larger than the significance
level.

14. A test to screen for a serious but curable
disease is similar to hypothesis testing, with a
null hypothesis of no disease, and an alternative
hypothesis of disease. If the null hypothesis is
re{'ected, treatment will be given. Otherwise, it
will not. Assuming the treatment does not have
serious side effects, in this scenario it is better
to increase the probability of:

a) Making a Type 1 error, providing treatment
when it is not needed.

b) Making a Type 1error, not providing treatment
when it is needed.

©) Making a Type 2 error, providing treatment
when it is not needed.

d) Making a Type 2 error, not providing
treatment when it is needed.
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15. A significance test based on a small sample
may not Eroduce a statistically significantresults
even if the true value differs substantially from
the null value. This type of result is known as:

a) The significance level of the test.
b) The power of the study.

o Atype | error.

d) A type ll error.

16. One problem with h)(/:laothesis testing is that
a real effect may not be detected. This problem
is most likely to occur when:

a) The effect is small and the sample size is
small.

b) The effect is large and the sample size is
small.

o The effect is small and the sample size is
large.

d) The effect is large and the sample size is
large.

17. The probability of Type | error is referred as?
a) 1-a.

b) B.

0o

d)1-.

18. Which of the following statements are true?

a) The p-value is the probability of the sample
ata arising by chance.

b) The p-value is an arbitrary value, designated
as the significance level.

© The p-value is the chance of gettin§ an
observed effect if the null hypothesis was false

d) The p-value is the chance of getting an
observed effect if the null hypothesis was true.

eal A very small p-value allows us to say that
there is enough evidence to accept the null
hypothesis.
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19. The result of a statistical test, denoted p,
shall be interpreted as follows:

a) The null hypothesis HO is rejected if p <0.05.
b) The null hypothesis HO is rejected if p> 0.05.
) The alternate hypothesis H1is rejected if p>
3os

d) The null hypothesis HO is accepted if p <0.05

20. Aresearcher believes that the proportion of
individuals with diagnosed epilepsy that present
with a depressive disorder is higher than the
proportion of individuals without diagnosed
_el_pilepsy that present with a depressive disorder.

esting this claim, theresultingp-valueis 0.003.
Using a 010 significance level, which of the
following is the most appropriate conclusion
given the results?

a) Reject the null hypothesis; there is sufficient
evidence to support the researcher’s claim.

b) Fail to reject the null hypothesis; there is
sufficient evidence to support the researcher’s
claim.

0 Accept the null hypothesis; there is not
sufficient evidence to support the researcher’s
claim.

d) Accept the null hypothesis; there is sufficient
evidence to support the researcher’s claim.
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Chapter 11

Statistical Tests

Learning objectives for this chapter
A. Recognize when and why statistical tests are needed.

B. Identify appropriate statistical methods to be applied in
a given research setting, and acknowledge the limitations of
those methods.

C. Know the fundamentals of the most relevant parametric
and nonparametric techniques for statistical inference.

D. Choose and set up suitable parametric methods for
hypothesis testing estimation.

E. When appropriate, choose and set up suitable non-
parametric methods for hypothesis testing estimation.

F. Distinguish between non-parametric and parametric tests.

G. Explain why ordinal data are computed using nonparametric
tests.

How to Choose a Statistical Test?

In order to have an appropriate approach to the statistical analysis
of the collected data, you can ask yourself this five questions:

1. What are the aims and objectives of the study?
2.What is the hypothesis to be tested?

3. What type of data are the outcome data?

4. How is the outcome data distributed?

5. What is the summary measure for the outcome data?

Although it may seem a little too much repetitive, Table 11.1 and
Table 11.2 list the most important statistical tests used. Each Table
deals with them in different ways, trying to facilitate and promote
their better understanding.

In case you are a student that performs better with text, have no
fear, the statistical tests are concisely described below.
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Chi-square:

Tests for the strength of
the association between
two categorical variables.

Wilcoxon rank-sum test:
Tests for difference
between two independent
variables - takesinto
account magnitude and
direction of difference

Wilcoxon sign-rank test:
Tests for difference
between two related
variables - takesinto
account magnitude and
direction of difference.
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Table 11.1. Frequently Used Statistical Tests

Statistical Test

Fisher’s exact test

Chi-square test

McNemar test

Student’s t-test

Analysis of Variance

Wilcoxon's rank sum
test (also known
as the unpaired

Wilcoxon rank
sum test or Mann-
Whitney U test)

Kruskal-Wallis test

Friedman test

Log rank test

Pearson
correlation test

Spearman
correlation test

Description

Suitable for binary data in unpaired samples:
the 2 x 2 tableis used to compare treatment
effects or the frequencies of side effectsin two
treatment groups

Similar to Fisher's exact test (albeit less precise)
Can also compare more than two groups or more
than two categories of the outcome variable
Preconditions: sample size >60, expected
number in each field 25

Preconditions similar to those for Fisher's exact
test, but for paired samples

Test for continuous data. Investigates whether
the expected values for two groups are the same,
assuming that the data are normally distributed.
The test can be used for paired or unpaired
groups

Test preconditions as for the unpaired t-test,
for comparison of more than two groups. The
methods of analysis of variance are also used to
compare more than two paired groups

Test for ordinal or continuous data. In contrast
to Student’s t-test, does not require the data to
be normally distributed. This test can also be
used for paired or unpaired data

Test preconditions as for the unpaired Wilcoxon
rank sum test for comparing more than two
groups

Comparison of more than two paired samples, at
least ordinally scaled data

Test of survival time analysis to compare two or
more independent groups

Tests whether two continuous normally
distributed variables exhibit linear correlation

Tests whether there is a monotonous relationship
between two continuous, or at least ordinal,
variables



Table 11.2. Statistical Tests Based on the Type of Data

More Than Two

Type of Data Eenges

Two Groups

Categorical data

I p— Contingency tables

Contingency tables

Ordinal data Unpaired: Mann- Unpaired: Kruskall-
Whitney test P )
(e.g. Glasgow coma . : Wallis test
Paired: Wilcoxon Rank b B ]
scale) Sum test Paired: Friedman’s test

Continuously
variable data,
normally distributed
(e.g. weight)
Continuously
variable data, not
normally distributed
(e.g. duration of
hospital stay)

Unpaired: ANOVA
Paired: paired ANOVA

Unpaired: t-test
Paired: paired t-test

As for ordinal data
Or transform the
datainto a normal
distribution

As for ordinal data

Or transform the
datainto a normal
distribution

In some studies, each subject in one group may be uniquely paired
with onein the other group(s). For example, if a variable is measured
in the same individual before and after an intervention, then these
two observations are “paired”. There are appropriate statistical
tests that should be used for this type of data.

Common Problems in Statistical Inference

When trying to understand statistical inference, you may find two
scenarios:

» Comparison of independent groups (e.g., groups of patients
given different treatments).

» Comparison of the response for paired observations (e.g.,
in a cross-over trial or for matched pairs of subjects).

In order to simplify the analysis of these data, two algorithms
are proposed: Figure 11.1 for comparing independent groups and
Figure 11.2 for comparing paired samples. Furthermore, Table 11.3
contains the names of several statistical procedures classified as
parametric or nonparametric.

» Parametric tests: assume a normal distribution of values, or
“ ”
a “bell-shaped curve.

» Nonparametric tests: used in cases where parametric tests
are not appropriate.
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Paired data:

Occur when natural
matching or coupling is
possible. Generally this
would be data sets where
every data pointin one
independent sample would
be paired—uniquely—to
a data point in another
independent sample.
Paired data must be
analyzed as such; and
cannot be dealt as
independent data.

Some common situations
for using nonparametric
tests are:

When the distribution is not
normal (the distribution is
skewed),

When the distribution is not
known

When the sample size is too
small to assume a normal
distribution.

If there are extreme values
or values that are clearly
‘out of range”.
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Compare two
independent groups

|

Are the data
continuous?

Are the data
ordinal?

Are the data
nominal with >2
categories?

No
(i.e. the data
are binary)

l

Large
sample, all expected
frequencies >5?

No

v

Chi-squared test
with Yates'
correction

Are the data
normally
distributed?

|
No

v

Mann-Whitney
U test

Mann-Whitney U or
Chi-squared test

Large
sample, most expected
frequencies >5?

1
No

.

Reduce number of
categories by combining or
excluding as appropriate

Yes ——P

Comeparison of two
proportions or Chi-
squared test

Yes —p

Figure T1.1. Algorithm for comparing independent groups of data.

Independent
samples t-tests

Chi-squared
test

Chi-squared
test




Compare differences of
paired samples

|

Are the data
(differences) normally
distributed?

Are the data
continuous?

1
No

No *
Wilcoxon matched
pairs test
Avre the data Sign test or

ordinal? Wilcoxon matched

Are the data
nominal with >2
categories”?

No simple test available —
consult a statistician

No
(i.e. the data
are binary)

McNemar's test

Figure 11.2. Algorithm for comparing paired samples of data.
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Paired
t-test
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Table 11.3. Parametric and Nonparametric Tests

Analysis Type

Compare
means
between two
independent
groups

Compare two
quantitative
measurements
taken from

the same
individual

Compare
means
between
three or more
distinct/
independent
groups

Estimate the
degree of
association
between two
quantitative
variables

Example

Is the mean
systolic blood
pressure (at
baseline)

for patients
assigned to
placebo different
from the mean
for patients
assigned to the
treatment group?

Was there a
significant
changein
systolic blood
pressure
between baseline
and the six-
month follow- up
measurement

in the treatment
group?

If our experiment
had three groups
(e.g. placebo,
new drug #1,

new drug #2),

we might want to
know whether the
mean systolic
blood pressure at
baseline differed
among the three
groups?

Is systolic

blood pressure
associated with
the patient’s age?

Parametric
Test

Student’s t-test

Paired t-test

Analysis of
variance

(ANOVA)

Pearson
coefficient of
correlation

Nonparametric
Test

Wilcoxon rank-
sum test

Wilcoxon rank-
sum test

Kruskal-Wallis
test

Spearman’s rank
correlation



Comparing Average Values Between Groups

Is part of the analysis of almost every biological experiment,
therefore there are dozens of tests for this purpose. These tests
include different flavours of the Student’s t-test, as well as:

» Analyses of variance (ANOVA).

» Analyses of covariance (ANCOVA).
» Wilcoxon.

» Mann-Whitney.

» Kruskal-Wallis.

» Friedman.

One thing must be clear: Different situations need different tests,
because “comparing averages” does not refer to a single task, rather
it applies to a lot of situations that differ based on:

» Whether you're looking at changes over time within one group
of subjects or differences between groups of subjects (or both).

» Howmany time points or groups of subjects you're comparing.

» Whether or not the numeric variable you're comparing is
nearly normally distributed.

» Whether or not the numbers have the same spread (standard
deviation) in all the groups you're comparing.

» Whether you want to compensate for the possible effects of
some other variable on the variable you're comparing.

Comparing the Mean of a Group of Numbers to a
Hypothesized Value

Some studies do not have a control ?roup. Therefore, the results
must be compared to a “historical” control (available in the
information from the literature).

» This data are usually analyzed by the one-group Student
t-test.

» If the data are non-normal, the Wilcoxon Signed-Ranks
test can be used.

Comparing Two Groups of Numbers

Is one of the most common situations in clinical research. these
comparisons are handled by the unpaired or “independent
sample” Student t-test (or merely “t-test”).

Chapter 11| Statistical Tests
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The variance is simply the
square of the standard
deviation

The term way refers to how
many grouping variables
are involved

The null lklﬁothesis of the
one-way ANOVA is that all
the groups have the same
mean

The alternative hypothesis
of the one-way ANOVA is
that at least one group is
different from at feast one
other group
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This t-test is based on two assumptions:
» Normality assumption: The data are normally distributed.

— For non-normal data you can use the nonparametric

Mann-Whitney (M-W) test.

» Equal-variance assumption: The standard deviation (SD)is
the same for both groups.

— If the two groups have noticeably different variances, then
the t-test may not give reliable results. Instead, you can use
a modification to the Student t-test, called the Welch test
(also called the Welch t-test, or the unequal-variance t test).

Comparing Three or More Groups of Numbers

This can be assumed as an extension of the two-group comparison,
and is handled by the analysis of variance (ANOVA).

The ANOVA is a very general method that can accommodate
several grouping variables at once. For example, suppose you want
to compare the response to treatment among three treatment
groups (i.e., drug A, drug B, and placebo).

» When there is one grouping variable (e.g., treatment), you
have a one-way ANO%/A.

» An ANOVA involving two different grouping variables is
called a two-way ANOVA.

» An ANOVA involving three different grouping variables is
called a three-way ANOVA.

Like the t-test, the ANOVA also assumes normally distributed
numbers with equal standard deviations in all the groups.

» If your data is non-normal, you can use the Kruskal-Wallis
test instead of the one-way ANOVA.

» If the %\;oups have very dissimilar standard deviations, you can
use the Welch unequal-variance ANOVA.

Adjusting for “nuisance variables” when
comparing numbers

Sometimes, the variable you're comparing is influenced not only by
which group the subject gelongs to, but a?fso by one or more other
variables. These variables may not be evenly distributed across the
groups you're comparing (even in a randomized trial).

You can mathematically compensate for the effects of these
“nuisance” variables (confounders, see Chapter 20), by using an
analysis of covariance ANCOVA).



An ANCOVA is like an ANOVA in that it compares the mean value
of an outcome variable between two or more groups. But an
ANCOVA also lets you specify one or more covariates that you
think may influence the outcome.

Comparing Paired Numbers

All the previous tests deal with comparisons between two or
more groups of independent samples of data. There may be
circumstances where you want to compare sets of paired data.

Matched-pair data comes up in different flavours as well:

» The values come from the same subject, but at two or
more different times (e.g., before and after some treatment,
intervention, or event).

» The values come from a crossover clinical trial (see Chapter 28).

» The values come from two or more different individuals who
have been paired, or matched, in some way (e.§., they may be
twins or they may be matched on the basis of having similar
characteristics such as age or gender).

Comparing Matched Pairs
Paired comparisons are handled by the paired student t-test.

» If the data are not normally distributed, you can use the
nonparametric Wilcoxon Signed-Ranks test instead.

Comparing Three or More Matched Numbers

When you have three or more matched numbers, you can use
repeated-measures analysis of variance (RM-ANOVA).

» If the data are not normally distributed, you can use the
nonparametric Friedman test instead.

Comparing Within-group Changes Between Groups

Thisis a special situation that comes up very frequently in analyzing
data from clinical trials.

One way to analyze this data would be by comparing the changes
between the groups with a one-way ANOVA (or unpaired t-test if
there are only two groups).

Although this approach is statistically valid, clinical trial data are not
usualléanalyzed this way. Instead, almost every clinical trial uses an
ANCOVA to compare changes between groups.

Chapter 11| Statistical Tests
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The Pearson Chi-Square Test

This is the most common statistical test to evaluate association
between two categorical variables. It's called the chi-square
test because it involves calculating a number (a test statistic) that
fluctuates in accordance with the chi-square distribution.

Based on a 2x2 contingency table, the HO for the chi-square
test asserts that there's no association between the row variable
and the column variable.

Now, there are some shortcomings about this statictical test:
» It's not an exact test.

— The p value it produces is only approximate, so using p
< 0.05 as a criterion for significance doesn't necessarily
guarantee a 5% Type | error rate . It's accurate when all the
cells in the table have large counts, but it becomes unreliable
when one or more cell counts is very small (or zero). The
simplest rule is that there should be least five observations in
each cell of the table.

» Isn't good at detecting small but steady progressive
trends across the successive categories of an ordinal variable.

— It may give a significant result if the trend is strong
enough, but it's not designed specifically to work with ordinal
categorical data.

The Fisher Exact Test

This statistical test gives the exact p-value for tables with large or
small cell counts (even cell counts of zero).

The big advantages of the Fisher Exact test are:
» It gives an exact p-value.

» It is exact for all tables, with large or small (or even zero) cell
counts.

However, there are some shortcomings about this statictical test
too:

» The calculations are a lot more complicated, especially for
tables larger than 2x2.

» The calculations can become numerically unstable for large
cell counts, even in a 2x2 table.

» The exact calculations can become impossibly time
consuming for larger tables and larger cell counts.

» The Fisher Exact test is no better than the chi-square test at
detecting gradual trends across ordinal categories.



The Kendall Test

Neither the chi-square nor the Fisher Exact test is designed for
testing the association between two ordinal categorical variables.
Fortunately, other tests are designed specifically to spot trends in
ordinal data.

One of the most common ones involves calculating a test statistic
called Kendall’s tau. The basic idea is to consider each possible
pair of subjects, determining whether those two subjects are
concordant or discordant with the hypothesis that the two
variables are positively correlated.

» For example: if one subject in a pair receives a placebo and
was unchanged while the other subject receives a low-dose
drug and gets better, that pair would be concordant. But if one
subject receives a low-dose drug and got better while another
subject receives a high-dose drug and remains unchanged,
that pair would be considered discordant.

The Kendall test counts how many pairs are concordant,
discordant, or noninformative (where both subjects are in the same
category for one or both variables). The test statistic is based on
the §iFference between the number of concordant and discordant
pairs divided by a theoretical estimate of the standard error of that
difference. The test statistic is then looked up in a table of the
normal distribution to obtain a p-value.

Mantel-Haenszel Chi-Square Test

This is a statistical test to use when analyzin? the relationship
between two dichotomous categorical variables, and you want
to control for one or more confounders.

Like the chi-square test, the Mantel-Haenszel test is only an
approximation, and its most commonly used for 2x2 tables
provided the categorical variables are ordinal.

Correlation & Regression

These terms describe a set of statistical techniques to deal with
the relationships among variables. They are further detailed in
Chapter 12.

Chapter 11| Statistical Tests
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Key Terms

Define the following terms.

Analysis of variance McNemar test Statistical test
Chi-squared test Nonparametric test Student’s t-test
Fisher's exact test Paired data Unpaired data
Friedman test Parametric test Wilcoxon's rank sum
Kruskal-Wallis test Pearson correlation test

Mann-Whitney U test Spearman correlation test

Active Learning Section

Consolidate the knowledge you acquired in this Chapter through the following exercises.

1. Get together with some classmates and
identify the type of statistical test more
appropriate to be done in the following
scenarios:

» Bogton Council decide to see whether
performance-related pay would improve
morale amongst their lavatory cleaners.
Each month, twenty lavatory cleaners are
paid on the basis of the length of the bristles
on their lavatory brush (on the assumption
that the harder they have worked, the shorter
their bristles will be). Another twenty are paid
their usual near-subsistence-level wages,
regardless of how hard they work. After 6
months, each worker is asked to rate how
happy they are in their job, using a seven-
point scale. Which test would you use to
see if performance-related pay has affected
workers’ morale?

» An experimenter wants to know whether
experience affects how well shop-keepers
can identify children who ask for cigarettes
but are under the legal age for purchasing
them. Each of 30 tobacconists is shown a
random sequence of 40 photographs of
young faces, and asked to decide whether
each face is younger or older than the legal

age for buying cigarettes. (Half of the faces
are aged above the legal age, and half below).
The experimenter records the number of
correct decisions per participant, and also
asks each shop-keeper how long they have
been selling cigarettes. (These latter data
turn out to be heavily skewed). Which test
should the experimenter use to decide
whether experience leads to better age-
estimation in this group?

* It's often said that you're hungry again
soon after a Chinese meal. An experimenter
puts this to the test. There are four
conditions, and each participant does each
one, on a different day of the week (order
of conditions is counterbalanced across
participants). In the first, participants eat
an Indian takeaway; in the second, they
eat a pizza; in the third, they eat a Chinese
takeaway; and in the fourth, they eat a
Kentucky Fried Chicken takeaway. All the
meals are equated for bulk of contents and
calorific value. The dependent variable is
the loudness of each participants’ stomach
rumblings (in decibels), measured one
hour after they have eaten the meal. These
measurements are normally distributed, but
much more variable for the “KFC" condition



than the others. Which test should be used
to decide whether there is a difference
between these meals in terms of how quickly
people get hungry again after eating them?

« Some TV viewers complain to the BBC
that Jeremy Clarkson's programme “Top
Gear” is a gad influence on young drivers,
given that it extols the virtues of Iadﬁishness,
speeding and high performance cars. To
determine whether there is any foundation
to these claims, a researcher uses a speed
camera to measure the speeds of 400
drivers on an A-road, the morning before the
programme is transmitted. He follows this
Erocedure again, the morning afterwards.

ach car is photographed, so that the
experimenter can select only those drivers
who traveled that route on both occasions,
and hence whose speeds were measured
twice. The experimenter subtracts each
driver'sfirst speed reading from their second,
to get a “difference score”: a positive score
means a driver drove faster on the second
occasion, and a negative score means they
drove more slowly. The selected drivers were
then contacted and asked whether or not
they had watched “Top Gear” that week.
Which test would you use to see whether
drivers who watched “Top Gear” drove faster
the Followin§ morning than drivers who did
not watch it

e A researcher is interested in factors
affecting reproductive success in Homo
canarywharfensis, an obscure species of
Eroto—human that inhabits high-altitude

abitats in a region of south-east London.
Once she has acclimatised them to her
presence, she traps a hundred of the males
and records the price of their suits. She
then releases them back into the wild and
follows them for a fortnight, recording how
many females each one mates with. Is there
a relationship between wealth (as reflected
in suit price) and reproductive success (as
reflected in how many females each male
mates with?% The data for reproductive
success are heavily skewed, since most of
the males attract no females.
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 Thelocal Sussex ale, Harvey's Best bitter,
is reputed to be imbued with truly magical
medicinal properties, as well as having
an especiaﬁy delicious flavour, a unique
%olden colour and a beautiful yeasty head.
o investigate its effects, a researcher asks
four groups of cyclists to cycle up Ditchling
Beacon ghe highest point on the South
DownsBl. One group drink no Harvey's
beforehand; another group drink one pint
of Best each; a third group drink two pints
each; and a fourth group drink four pints
each. The dependent variable is how fast
each cyclist gets from the bottom of the
Beacon to the top. Which test would you
use to see if drinking Harvey's affects the
cyclists’ speed of ascent?

e lItis said that every time someone prints
off an email, a penguin dies. To put this
to the test, a researcher flies to the South
Pole and repeatedly counts the number of
penguins, as her colleague at Sussex prints
out his emails one at a time. Which test
would you use to see if there is a relationship
between printing off emails and penguin
mortality?

A researcher investigates four different
methods for coping with extreme stress.
Each person attempts to assemble an IKEA
flat-pack wardrobe (the stress-induction
phase of the study), and is then allocated
randomly to one of four groups. Those
in the first group practice yoga for twenty
minutes; those in the second group engage
in deep breathing for a similar amount of
time; tEose in the third group spend twenty
minutes in a Harvey's pub, drinking Best
bitter; and those in tr\e f%urth group simply
scream at the top of their voice for twenty
minutes. Each participant then provides a
rating on a O-'I(f scale of how stressed they
feel. %Nhich test would you use to determine
whether the four methods differ in their
effectiveness for relieving stress?
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e 200 men and 150 women are asked to » While sales of traditional classical music
decide which one of the following featuresis CD’s are falling, “cross-over” classical
most important to them when they choose performers who sacrifice their integrity for
a new car: price, performance, sal‘)(,ety level, money by producing populist versions of
roominess, or colour. Which test would you tuneslike “Nessun Dorma” are big business.
use to see if men and women differ in their The CD sales of twenty opera singers are
preferences? examined: ten of these singers are rated as

“ugly” by a panel of independent judges, and
twenty are rated as “highly attractive”. Is the
success of these performers related to their
physical attractiveness?
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Chapter 1 2

Correlation and Regression

Learning objectives for this chapter

A. ldentify the direction and strength of a correlation between
two factors.

B. Understand the Pearson correlation as a descriptive
statistic that measures and describes the relationship between
two variables.

C. Understand the Spearman correlation and how it differs
from the Pearson correlation in terms of data that it uses and
the type of relationship that it measures.

D. Differentiate the concepts of correlation and causation.

E. Interpret the meaning of the correlation coefficient in
context.

F. Understand the line of best fit as a tool for summarizing a
linear relationship and predicting future observed values.

G. Understand why the regression line is called the ‘line of
best fit" or “least squares regression”.

H. Understanding the many kinds of regression analysis.

Using graphs is a good way to detect relationships between two
variaEIes, but sometimes it is not possible to determine this
relationship by only looking at a graph. In this scenarios, Statistics
play a determinant role.

The words correlation and regression are often used
interchangeably, but they refer to two different things:

» Correlation refers to the strength of the relationship
between two or more variables.

» Regression refers to a set of techniques for describing the
relationship between two or more variables.

103



Keep in mind:
The Pearson correlation
coefficient measures the
extent to which the points
lie along a straight line

o, if your datalTies closely
along’a curvedline, ther
value may be quite low, or
even zero

Key thing:

In the clinical scenarios,
the Pearson correlation
coefficient is not as useful
as you may think, because
the patients (as well as

the physicians) are more
comfortable to know the
chances of something
happening rather than
knowing that "the data
correlate with a number’.
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Correlation

This term was first used by Francis Galton in 1888 in a paper
describin% the extent to which physical characteristics could be
inherited from generation to generation. He said:

“Two variable organs are said to be co-related when the variation
of the oneis accompanied on the average by more or less variation
of the other, and in the same direction.

In no more than ten years after this statement, Karl Pearson (the
gu?/ who invented the chi-square test) developed a formula for
calculating the correlation coefficient from paired values of two
variables& andY).

The Pearson correlation coefficient (represented by the symbol
r) measures the extent to which two variables (X and Y) measured
on interval or ratio scales, when graphed, tend to lie along a
straight line.

» If the variables have no relationship (if the points scatter all
over the graph), r will be O.

» If the relationship is perfect (if the points lie exactly along a
straight line), r will be +1or 1.

Correlation coefficients can be positive (indicating upward-
sloping data?1 or negative (indicating downward-sloping data).
Figure 12.1 shows what several different values of r look like.

How to Analyze a Correlation Coefficient

There are numerous statistical analyses that can be performed on
correlation coefficients. We suggest the following:

1. Determine if r is different from zero: This can be done by
calculating a p-value from the r value.

© L r=099

T r-05|. . . r-08 .. =08 . r--099

Figure 12.1. Graphic example of 100 data points, with varying degrees
of correlation.
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2.Calculate confidence limits around an observed r: The z
score calculated by the Fisher z transformation can be used to
get the lower and upper limits.

— The zscoreis called a univariate statistic because it uses
data from a single variable, and conclusions drawn from the
statistic must be limited to that variable.

— Suppose that the 95% confidence interval goes from
—-0104 to +0.835, a range that includes the value zero. This
means that the true r value could indeed be zero, which would
be consistent with a nonsignificant p-value (like 0.098)
that you obtained from the significance test of r.

3. Determine differences between two r values: By obtaining
the z score from each r and then, its standard deviation.

— The test statistic is obtained by dividing the difference by
its standard error and can be converted into a p-value.

— If the p-value of is less than 0.05, that means that the two
correlation coefficients are significantly different from
each other.

Types of Correlation
Correlation comes in different flavours:

» If one or both of the variables are measured on an ordinal
scale, you cannot use a Pearson’s correlation.

»» Spearman’s correlation is very similar to Pearson's
correlation, and is intended to analyze ordinal data.

How Much is Too Much Correlation?

ltis an arbitrary determination and must be stated based on the
clinical scenario dealing with the data.

Correlation and Causation

It's commonly said that “correlation does not equal causation.”
Although the phrase is true, it is misleading.

The popularity of this phrase incorrectly implies that other statistics
do aﬁow you determine causal relationships. In fact, no statistic,
by itself, allows researchers to infer causality. So, while it is
true that correlation does not equal causation, it is also true that
the “t-test does not equal causation” and “ANOVA does not equal
causation.”

To support a causal claim, there are two requirements:

» First, you must establish that the two variables are
significantly related to each other. In other words, when one
variable changes, the other variable changes as well.
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Key point: » The second requirement is that there are no confounds

No statistical relationship . . o e . .-

equals causation. or alternative explanations for the statistical association
(more on this on Chapter 20. Confounding).

For now, we should understand that no statistic allows us to infer
a causal relationshiF between an indirect variable and a direct
variable unless confounds are controlled.

Hypothesis Testing and Correlation

Researchers always assume that a null hypothesis is true unless
they find sufficient evidence to reject it. In the case of correlation,
the null hypothesis asserts that the two variables being studied are
not associated.

» If the HO were true, the calculated r value would be close to O.

» If the calculated r value is far from O, the null is not likely to be
true.

Regression

Regression analysis goes beyond just asking whether two (or more)
variables are associated; it's concerned with%inding out exactly how
those variables are associated (what formula relates the variables
together).

Fitting a formula to a set of data can be useful in a lot of ways:

» You can test for a significant association or relationship
between two or more variables (the main reason many
researchers do regressions).

» You can get a compact representation of your data.
» You can make precise predictions, or prognoses.

» You can do mathematical manipulations easily and accurately
on a fitted function that may be difficult or inaccurate to do
graphically on the raw data, that is: interpolate between two
measured values or extrapolate beyond the measured range.

» You cantestatheoreticalmodel, such asamulti-compartment
kinetic model of a drug’s absorption, distribution, metabolism,
and elimination from the body.

» You can obtain numerical values for the parameters that
appear in the model.

A regression model is usually a formula that describes how one
variable (called the dependent variable, the response variable, the
outcome, or the result) depends on one or more other variables
(called independent variables, explanatory variables or predictors).
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Regression models that have only one explanatory variable are
known to be a simple regression model. If the model has more
than one outcomes, it is known to be a multiple regression
model.

For simple regressions (one predictor and one outcome variable),
you can think of the parameters as specifying the position,
orientation, and shape of the fitted rine on the scatter plot
(like the slope and Y-intercept of a straight line).

If you have only one independent variable, it is often designated by
X, and the dependent variable is designated by Y. If you have more
than one independent variable, variables are usually designated by
letters toward the end of the alphabet (W, X, Y, Z).

The general formula of regression analysis is:
Outcome = (model) + error.

That means that we can predict the outcome based on the model
of our data and by adding the error. A large number of models
discussed in Medicine are linear models, and imply that a straight
line through all our data points would fit very well to our data.
Further than that, we could have multiple regression lines and try
to identify which of those lines fit better to our data. This can be
done using the method of least squares.

Let's try to better understand regression with the following example.

Suppose we have the data shown in Figure 12.2-A. As you can
observe, the points (individual data) are spread throughout the
graphic. If we obtain the mean of the data, we could calculate the
deviations of the data points with respect of the mean. These
deviances give information about how well the mean fits in the
data. In regression, these deviances are called residuals.

Figure 12.1. Graphic example of 100 data points, with varying degrees
of correlation.
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Now let's draw a possible regression line in our data and calculate
the residuals (Figure 12.2-B).

Regression allows us to select the line with the lowest residuals
(the lowest sum of squared differences).

In order to assess how good the regression line fits the data, we
sum the differences between the mean and the data points (total
sum of squares [SST]). While the least squares method helped
us to find the best regression line for our data, this model has some
amount of error. If we square this error (differences) and sum them,
we obtain a value known as the residual sum of squares (SSr). If
we rest the SSr from the SST, we obtain the sum of squares of

our model (SSM).

Now, please don't get lost in here! That last paragraph is
only to justify the following one. You don't need to memorize
everything!!

If we divide SSM by SST, we obtain a value called R2 that can
be expressed as a percentage if multiplied by 100. This value
represents the percentage of the variation in the outcome
variable that can be explained by the model.

Why Using Regression?

Regression is used because, in real life, there is a lot of biological
diversity, and the data obtained from that diversity will never ever
fitin a single-drawn line.

Types of Regression
Broadly speaking, you can classify regression on the basis of:

» How many outcomes (dependent variables) appear in the
model:

— Univariate regression has only one outcome variable.
— Multivariate regression has 22 outcome variables.

» How many predictors (independent variables) appear in the
model:

— Univariable regression has only one predictor variable.
— Multivariable regression has 22 predictor variables.
» What kind of data the outcome variable is:

— Ordinally regression is used when the outcome is a
continuous variable whose random fluctuations are governed
by the normal distribution.

— Logistic regression is used when the outcome variable
is a dichotomous category whose random fluctuations are
governed by the binomial distribution.
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— Poisson regression is used when the outcome variable is
the number of occurrences of a sporadic event whose random
fluctuations are governed by the Poisson distribution.

— Survival regression is used when the outcome is a time
to event (survival time).

» What kind of mathematical form the model takes:

— In a linear function you multiply each predictor variable
by a parameter and then add these products to give the
predicted value. When you gave one parameter that isn't
multiplied by anything, it's caﬁled the constant term or the
intercept.

— In a nonlinear function you find anything that's not a
linear function.

Key Terms

Define the following terms.

Causation R2 Spearman’s correlation
Correlation Regression Types of regression
Method of least squares Regression model

Pearson correlation Residuals

Active Learning Section
Consolidate the knowledge you acquired in this Chapter through the following exercises.
1. Answer: When is it appropriate to use a 4. Match the following correlation coefficients

Pearson's correlation analysis? with the scatterplots shown in Figure AL12.1.

2. Answer: How do you tell the direction of the "~ 073:
relationship? =087

3. Answer: Under what circumstances should r=-042:
you use a Spearman's rho correlation analysis  _ 77
rather than a Pearson’s? LI
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for exercise 4.

5. Multiple choice questions.

1. The correlation coefficient is used to
determine:

a) A specific value of the Y—variable given a
specific value of the x-variable.

b) A specific value of the x-variable given a
specific value of the y-variable.

©) The strength of the relationship between the
x and y variables.

d) All of the above.

e) None of the above.

2. What type of data is required for a Pearson's
analysis which does not include a dichotomous
variable?

a) Ratio or nominal.

b) Categorical or ratio.
©) Nominal or ordinal.
d) Interval or nominal.

e) Interval or ratio.



3. If all points cluster in an ascending line this
would suggest what?

a) There would be no significant relationship.

b) There would be a weak positive relationship.
©) There would be a strong negative relationship.
d) There would be a strong positive relationship.

e) There would be a non-linear relationship.

4. If most points depict a dispersed descending
line this would suggest what?

a) There would be no significant relationship.

b) There would be a weak positive relationship.
© There would be a strong negative relationship.
d) There would be a strong positive relationship.

e) There would be a weak negative relationship.

5. A Pearson test statistic of 0.876 with a
signifpicance level of P < 0.01 would suggest
what?

a) This would suggest that there is a significant,
strong, positive relationship.

b) This would suggest that there is a significant,
weak, positive relationship.

©) This would suggest that there is a non-
significant, weak, negative relationship.

d) This would suggest that there is a non-
significant, weak, positive relationship.

e) This would suggest that there is a significant,
strong, negative relationship.

6. When reporting Pearsons correlation
coefficient, what letter do you use to indicate
which test you used?

a) X.
b) 3.
or.

d)P.
e N.
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7. What correlation can you useif your data do not
meet the assumptions of normal distribution?

a) Mixed ANOVA.
b) Spearman’s rho.
© Chi-square.

d) Paired t-test.

e) Independent samples t-test.

8.A Sgearman’s test statistic of -0.207 with a p
= 0.057 would suggest what?

a) This would suggest a strong, negative
relationship which is approaching significance.

b) This would suggest a strong, significant,
positive relationship.

© This would suggest a weak negative
relationship which is approaching significance.

d) This would suggest a weak, non-significant,
positive relationship.

e) This would suggest a weak, non-significant,
negative relationship.

9. When reporting a Spearman’s correlation,
what letter do you use to indicate which test
you used?

a) x.

b) X.

or.

d)P.

e N.

10. What does a partial correlation analysis allow

you to do which Pearsons and/or Spearman
analyses do not?

a) It allows you to use interval data.

5) It allows you to use data which is not normally
istributed.

o) It allows you to control covariates.
d) It allows you to use ratio data.

e) It allows you to use dichotomous variables.

m
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11. If there is a very strong correlation between
two variables then the correlation coefficient
must be:

a) Any value larger than 1.

b) Much smaller than O if the correlation is
negative.

©) Much larger than O regardless of whether the
correlation is negative or positive.

d) Any value smaller than 1.

) None of the alternatives is correct

12. In regression, the equation that describes
how the response variable (y) is related to the
explanatory variable (¥) is:

a) The correlation model.

b) The regression model.

©) Used to compute the correlation coefficient.
d) The Pearson’s method.

) The Spearman’s method.

13. The relationship between number of beers
consumed (X) and blood alcohol content (y) was
studiedin 16 male college studentsby usingleast
squares regression. The following regression
equation was obtained from this study:

y=-0.0127 + 0.0180x

The above equation implies that:

a) A each beer consumed increases blood

alcohol by 1.27%-

b) On average it takes 1.8 beers to increase
blood alcohol content by 1%.

©) Each beer consumed increases blood alcohol
by an average of amount of 1.8%.

d) Each beer consumed increases blood alcohol

by exactly 0.018.

14. Regression modeling is a statistical
framework for developing a mathematical
equation that describes how:

a) One explanatory and one or more response
variables are related.

b) One response and one or more explanatory
variables are related.

© Several explanatory and several response
variables response are related.

d) All of these are correct.

15. Regression analysis was applied to return
rates of immigrants to their country. Regression
analysis was used to study the relationship
between return rate (x: % of people that return
to the country in a given year) and immigration
rate (y: % of new adults that join the country per
year). The following regression equation was

obtained:

y =319 - 0.34x
Based on the above estimated regression
equation, if the return rate were to decrease
by 1|(‘)j% the rate of immigration to the country
would:

a) Increase by 34%.

b) Increase by 3.4%.

©) Decrease by 0.34%.
d) Decrease by 34%

16. In regression analysis, the variable that is
used to explain the change in the outcome of an
experiment, or some natural process, is called:

a) The x-variable.

b) The independent variable.
© The predictor variable.

d) The explanatory variable.
e) All of the above.



17. A correlation coefficient tells us:

a) The slope of the equation through the data.
b) How well one variable predicts another.

©) How closely two variables are linearly related.

d) Whether the relationship is linear or non-
linear.

18. A correlation coefficient is a reliable
estimate of association if:

a) A large sample size has been enrolled.

b) The sample is randomly selected from the
population.

©) Extra cases are enrolled to ensure a wide
range of y values.

d) There is a positive association between two
variables.
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19. A regression model is more reliable if:
a) lthasbeen created using a statistical package.
b) There is only one explanatory variable.

©) One of the explanatory variables is a binary
characteristic.

d) The explanatory variables are not related to
one another.

20. If two variables, x and y, have a very strong
linear relationship, then:

a) There is evidence that x causes a changein y.
b) There is evidence thaty causes a change in x.

© There might not be any causal relationship
between x and y.

d) None of these alternatives is correct.
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Chapter 13

Study Designs

Learning objectives for this chapter
A. Define a study design.

B. Understand and describe the four main axes of the
architecture of a study design.

C. Identify a study design by looking at three key issues.

One of the most important considerations in Epidemiology is the
study design. The way a study is framed determines what Kind of
information will be collected, how that information will be used,
and what types of measurements will be calculated.

Epidemiological studies can be divided into different groups
(Figure 13.1and Figure 13.2), but three types predominate:

» Descriptive.
» Analytic (observational).
» Experimental (interventional).

Classification Criteria

The most important characteristics of the architecture of a study

can be classified according to the following four main axes
(Table 13.1):

» Purpose of the study: Analytical or descriptive.
» Temporal sequence: Transverse or longitudinal.

» Control of the assignment of the study factors:
Experimental or observational.

» Start of the study in relation to the chronology of
events: Prospective or retrospective.
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Prevalence studies

Case series

Evaluation of diagnostic tests

Cross-sectional descriptive studies

Concordance studies

Association studies

Other cross-sectional descriptive tests

Incidence studies

Longitudinal descriptive studies /  Description of the effects of an unintended intervention

/

Study
Designs

\ Description of the natural history of a disease

Prospective

Cohort studies

Retrospective
(cause —> effect) P

Observational analytical studies Ambispective

Case-control studies
(effect —> cause)

Hybrid studies

Parallel studies

Controlled clinical trials / Crossover studies
. . . Community studies
Experimental analytical studies / ;

Open clinical trial
. . |
Uncontrolled clinical trials /M

\ Trials with external controls

Figure 13.1. Types of Study Designs.

Past Present time Future

Cro

ctional

| Prospective Cohort

| Retrospective Cohort

| Ambispective Cohort

Case—control |

| Clinical Trial

Figure 13.2. Temporal direction of Study Designs. The arrow implies
longitudinality, and its direction represents the temporal direction of the
study.
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Table 13.1. Main axes of the architecture of a study

Axe

Purpose

Temporal
sequence

Assignment
of the study
factors

Start of the
study in
relation to the
chronology of
the events

Characteristics

A study is considered analytical when its purpose is to evaluate an alleged causal
relationship between a factor and an effect, an answer or aresult

A study is considered descriptive when it does not seek to evaluate an alleged
cause-effect relationship, but its data are used for purely descriptive purposes
Descriptive studies are useful to generate etiological hypotheses that should be
contrasted later with analytical studies

A study is considered transverse (cross-sectional) when the data of each subject
essentially represent a moment of time. These data may correspond to the presence,
absence or different degrees of a characteristic or a disease or may examine the
relationship between different variables in a defined population at a given time
 The variables are measured simultaneously, therefore we cannot establish a
time sequence between them and we cannot infer a cause-effect relationship
« This studies are by definition, descriptive
A study is considered longitudinal when there is a time span between the different
variables that are evaluated, allowing us to establish a time sequence between them
« Longitudinal studies can be both descriptive and analytical
« In the analytical longitudinal studies the temporal direction must be takeninto
account, which can go from the cause to the outcome (experimental studies and
cohort studies) or from the outcome to the cause (case and control studies)
 Astudyis considered to be longitudinal if the observations refer to two

moments in time, even when the collection of information has been carried out
simultaneously

A study is considered experimental when the research team assigns the study factor
and deliberately controls it for conducting the investigation according to a pre-
established plan
 These studies focus on a cause-effect (analytical) relationship, and generally
assess the effect of one or more preventive or therapeutic interventions
A study is considered observational when the study factor is not controlled by the
researchers, and these are limited to observe, measure and analyze certain variables
in the subjects

A study is considered prospectiveif its beginning is prior to the studied facts, so
that the data are collected as they happen

A study is considered retrospective if its design is subsequent to the studied facts,
so that the data are obtained from files or records

A study is considered ambispective if it has a combination of both situations

119
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Key Terms
Define the following terms.

Ambispective study
Analytical study
Cross-sectional study

Descriptive study

Spotting the Study Design

The type of study can be identified by looking at three issues (as
per the Tree of designs in Figure 13.1):

1. What was the aim of the study?
» To simply describe a population.
— Descriptive.
» To quantify the relationship between factors.
— Analytic.

2. If analytic, was the intervention randomly allocated?
» Yes?
— Randomized Clinical Trial (RCT).
» No?
— Observational study.

— For observational studies, the main types will then depend
on the timing of the measurement of outcome. This brings
us to the third question:

3. When were the outcomes determined?
» Some time after the exposure or intervention?
— Cohort study (prospective study).
» At the same time as the exposure or intervention?
— Cross sectional study.
» Before the exposure was determined?
— Case-control study (retrospective study).

Experimental study Retrospective study
Longitudinal study Study design
Observational study Transverse study

Prospective study
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Consolidate the knowledge you acquired in this Chapter through the following exercises.

1. Read the descriptions of the following
studies and determine the study design used.

 Cryptosporidiosisis an enteric illness that
is frequently waterborne. A research team
found no published studies of therisk factors
for cryptosporidiosis in immunocompetent
adults. They recruited patients with
cryptosporidiosis  from a  surveillance
system, and age-matched controls
were recruited by random-digit dialing.
Subjects in both groups were interviewed
by telephone to obtain information about
previous exposures.

e A study to determine the efficacy of
immunotherapy with ant venom for treating
ant stings involved a group of 68 adults
who were allergic to ant stings; each subject
was randomly assigned to receive either
venom immunotherapy or a placebo. After
a stin§ challenge in which any reactions were
recorded, the group originally on the placebo
was given the venom immunotherapy, and
after a sufficient time, they too were given
a sting challenge.

A Cancer Outcomes Study was designed
to investigate the patterns of prostate
cancer care and effects of treatment on
quality of life. Eligible cases were identified
from pathology facilities within 6 months of
diagnosis. Arandom sample of eligible cases
were contacted and asked to complete a
questionnaire on their initial treatment and
to provide permission to the investigators
to abstract their medical records to obtain
information on their initial care.

e A study aiming to investigate factors
contributing to medical students’ self-
perceived competency in cancer screening
examinations. Students were asked to
assess their competency in performing
several cancer screening examinations, and
multiple regression analysis was used to
identify predictors of competency.

A study to determine whether treatment
with a calcium channel block or an
angiotensin-converting enzyme inhibitor
lowers the incidence of coronary heart
disease when compared with a diuretic
included over 33,000 patients. The primary
outcome was fatal coronary heart disease or
myocardial infarction.

e Questionnaires were mailed to every
10th person listed in the city telephone
directory. Each person was asked to list
age, sex, smoking habits, and respiratory
zymptoms durin; the preceding seven
ays. About 20% of the questionnaires
were completed and returned. About 10%
of respondents reported having upper
respiratory symptoms.

« 1500 employees of a major aircraft
company were initially examined in 1951
and were classified by diagnostic criteria
for coronary artery disease (CAD?. New
cases of gAD have been identitied b
examinations every three years and throung
death certificates. Attack rates in different
subgroups have been computed.

e A random sample of middle-aged
sedentary adults were selected from
four census tracts, and each person was
examined for coronary artery disease
(CAD). All persons without disease were
randomly assigned to either a two-year
program of aerobic exercise or a two-year
arthritis-prevention non-aerobic exercise
program. Both groups were observed semi-
annually for incidence of CAD.

» A39-year old woman presents with a mild
sore throat, fever, malaise and headache
and is treated with penicillin, for presumed
streptococcal infection. She returns in a
week with hypertension, fever, rash and
abdominal pain. She responds favorably to
chloramphenicol, after a diagnosis of Rocky
Mountain spotted fever is made.
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2. The abuse of Phenacetin, a common
ingredient of analgesic drugs, can lead to
kiﬁney disease. There is also evidence that
use of salicylate provides protection against
cardiovascular disease.

e How would you design a study to
examine the effects of these two drugs on
mortality due to different causes and on
cardiovascular morbidity?

3. Select a study with an interesting topic.
Carefully examine the research question and
decide which study design would be optimal to
answer the question.

o Is that the study design used by the
investigators?

e If so, were the investigators attentive to
potential problems identified in this chapter?

« If not, what are the reasons for the study
design used? Do they make sense?
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Chapter 14

Cohort Studies

Learning objectives for this chapter
A. Determine what a cohort means.
B. Describe the architecture of the cohort studies.

C. Describe the types of epidemiological parameters that can
be estimated with cohort studies.

D. State the advantages and disadvantages of cohort studies.
E. Identify the main classification of cohort studies.
F. Learn to apply the main features of a cohort study.

The term “cohort” is derived from the Latin word cohors. Roman
legions were composed of 10 cohorts. During battle, each cohort,
or military unit, consisting of a specific number of warriors and
commanding centurions, were traceable. The word cohort has
since been adopted into Epidemiology to define a set of people
that have one clgaracteristic or a set o1‘y characteristics in common ) common trait, that is part of
(usually the exposure to a study factor) that will be followed over a ~ aclinical tral or study, and

period of time. that s observed over a period
of time.

£ A cohort is group of
5 indviduals who share a

A cohort may correspond to:
» A generation: People defined by the same date of birth.
» A professional group: Doctors from a country.

» People who have a certain exposure in common: Women
treated for breast cancer.

» People who have a genetic characteristic in common:
Trisomy 21.

» A geographically defined community: The inhabitants of
the San Luis Potosi population.

A cohort study is a longitudinal, analytical, and observational
design that compares two cohorts, or two groups within the
same cohort, that differ in their exposure to the study factor,
with the aim of assessing a possible cause-effect relationship.
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In a cohort study, individuals without the disease or the effect of
interest are arranged into groups based on their exposure or not to
the study factor. Those groups are followed over a period of time,
comparing the frequency with which the effect or response
appears in those exposed and unexposed.

Advantages and disadvantages of the Cohort Studies are summarized
in Table 14.1. Possibly the greatest limitation of the Cohort Studies is
that it cannot establish causality. In order to determine causation,
Bradford Hill's criteria must be met (Appendix B).

Types of Cohort Studies

Prospective cohort study

These studies are carried out from the present time into the
future (Figure 13.2). The researcher starts from the formation of
the groups of subjects exposed and not exposed to a possible risk
factor, and follows them for a while.

This type of studies is invaluable exemplified by the landmark
Framingham Heart Study, started in 1948 and still ongoing.

» Strengths: Powerful tool to assess incidence, helpful in
investigating the potential causes of the condition, allows to
measure variables more completely than retrospectively.

» Weaknesses: All cohort studies are observational studies,
therefore causal inference is challenging and interpretation is
often muddied by confounders.

Table 14.1. Advantages and Disadvantages of Cohort Studies
Advantages Disadvantages

* They allow the direct calculation of
theincidence ratein the exposed and
unexposed cohort

» They allow the calculation of the
relative risk of those exposed in
relation to those not exposed

» They ensure an adequate time

» They are not efficient for the study
of rare diseases

» They are not efficient for the study
of diseases with long latency periods

» They require alarge number of

sequence between the study factor pEliETo il _ _
ane the euliceme « They have high cost (prospective
design)

* They allow to evaluate the effects
of therisk factor on various diseases



Retrospective cohort study

These studies are carried out at the present time and look back
into the past (Figure 13.22. Both exposure and disease have already
occurred, and the identification of the exposed and unexposed
cohorts is based on their situation on a well-defined prior date.

» Strengths: Same as the prospective cohort study, and
they have the advantage of being much less costly and time
consuming.

» Weaknesses: There is a limited control of the investigator
over sampling the population and over the nature and quality of
predictor variables.

Ambispective cohort study

In these studies, data are collected retrospectively and
prospectively in the same cohort (Figure 13.2).

Methodological Pearls in Cohort Studies

» The hallmark of a cohort study is defining the selected group
of subjects by exposure status at the start of the investigation.

» Both exposed and unexposed groups must be selected from
the same population.

» Because prospective cohort studies may require a long
follow-up, losses must be minimized (loss to follow-up rate
should not exceed 20 % of the sample).

ata that can be Obtained from Cohort
tudies

Given the fact that cohort studies are longitudinal, we can make
the following estimates (Table 14.2):

» The incidence of the disease in the exposed and unexposed
groups.

» The relative risk of the association between the risk factor
and the outcome variable.

» The fraction or proportion attributable or proportion of
cases of a disease that results from exposure to a particular
factor or a combination of them.

» The difference in incidences as a measure of the potential
impact that the elimination of exposure would have.

Chapter 14| Cohort Studies 125

Bridgeto [Nisease
Y Y ¥YOccurrence

and Risk

Incidence: The number
of new cases of a
condition that develop
in a population during a
defined time period.

Relative risk: Ratio of
the probability of the
outcome occurring in the
exposed group  divided
by the probability of the
outcome occurring in the
non-exposed group.
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Table 14.2. Summary of Differences Between Case-control
Studies, Cross-sectional Studies, and Cohort Studies

Category Case-control erss- Cohort
sectional
Starts with
I sLbjeccs All subjects are Starts with
Sample (cases) and included healthy subjects
healthy subjects y subl
(controls)
Measures of
occurrence No No Yes
Incidence
Prevalence No Yes No
Measures of OR RR CRJE
association OR
IRR
Key Terms
Define the following terms.
Ambispective cohort study  Fraction or proportion Prospective cohort study
attributable -
Cohort Relative risk

Incidence

Difference in incidences Retrospective cohort study

Active Learning Section

Consolidate the knowledge you acquired in this Chapter through the following exercises.

1. Answer: Which study design is most 4. List some important advantages to using
appropriate for describing the incidence and the cohort study design.

i - D . . . .
natural history of a health-related event: 5. List some important disadvantages to using

2. What is the distinction between prospective  the cohort study design.

. g
and retrospective cohort studies: 6. List the estimates that can be obtained with
3. State the features of a cohort study design.  a cohort study.



7. Draw a diagram of the cohort study design.

8. Complete Table AL16.1 with the description,
strengths, and weaknesses of observational
analytic study designs.

9. Multiple choice questions.

1. Which of the following is not a key feature of
a cohort study?

a) Retrospectively or prospectively, the investigators
identify a cohort of subjects who initially did not
have the disease or outcome of interest.

b) The groups being compared differ in their
exposure status.

0 Investigators measure and compare the incidence
of disease among different exposure groups.

d) Itis essential that follow up is complete in all
subjects.

2. An ambispective study is best described as:
a) A study with inconsistent results.

b) A study in which the subjects have equal
exterity with their right and left hand.

©) A study with come components that are like
a case-control study and other components
that are like a retrospective cohort study.

da A study with some components that are
like a prospective cohort study and other
components similar to a retrospective cohort
study.
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3. Cohort studies are good for studying rare
diseases.

a) True.
b) False.

4. Loss to follow-up rate should not exceed
which percentage of the sample?

2)10%.
b) 15%.
0 20%.
d) 25%.

5. A cohort study can assess causality.
a) True.
b) False.
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Chapter 15

Case-control Studies

Learning objectives for this chapter
A. Differentiate between a case and a control group.
B. Describe the architecture of the case-control studies.

C. Describe the types of epidemiological parameters that can
be estimated with case-control studies.

D. State the advantages and disadvantages of case-control
studies.

E. Identify the main classification of the case-control studies.
F. Learn to apply the main features of a case-control study.

Case-control studies were historically borne out of interest in
determining the cause of disease. We could say that the conceptual
basis of the case-control study is similar to taking a history
and physical examination ofythe patient: the patient with a
certain disease is questioned and examined, and elements from
this history taking are knitted together to reveal characteristics or
factors that pregisposed the patient to the disease.

In this type of studies, once the outcome of interest is chosen
(e.g., the patient undergone a specific type of surgery, experienced
a complication, has been diagnosed with a disease, etc), two
groups are chosen:

» A group of individuals with a specific disease (cases).

» A group of individuals in which the specific disease is absent
(controls).

Study patients who have developed a disease are identified
and their past exposure to suspected etiological factors is
compared with that of controls who do not have the disease.

As such, data regarding exposure to a risk factor or several risk
factors are collected retrospectively (Figure 13.2), typically by
interview, from records, or with surveys.

Advantages and disadvantages of the case-control studies are
summarized in Table 15.1.
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Table 15.1. Advantages and Disadvantages of Case-control Studies
Advantages Disadvantages

» Susceptible to recall bias or

« Good for examining rare outcomes e
information bias

or outcomes with long latency
» Relatively quick to conduct
« Relatively inexpensive

» Requires comparatively few
subjects

» Existing records may be used

» Multiple exposures or risk factors
can be examined

» Difficult to validate information

» Control of extraneous variables
may be incomplete

« Selection of an appropriate
comparison group may be difficult
» Rates of disease in exposed and
unexposed patients cannot be
determined

Selection of Cases

In order to identify the patients that will conform the cases group,
the definition of the disease, as well as the criteria that must
be met by those who present the disease, must be clearly and
explicitly established. On the other hand, the selection criteria
should be aimed at only including patients who have potentially
been exposed to the alleged risk factor and should be applied
equally to both cases and controls groups.

A selection bias appears when cases or controls are included or
excluded from a study due to some characteristic related to the
exposure.

Selection of Controls

The selection of the control group tends to be more problematic
because controls must satisfy two requirements —which often it
proves impossible to satisfy:

» Their exposure to risk factors and confounders should
be representative of that in the population “at risk” of
becoming cases - that is, people who do not have the disease
under investigation, but who would be included in the study as
cases if they had.

» The exposures of controls should be measurable with
similar accuracy to those of the cases.

Sources to Select Controls

» General population: Their exposures are likely to be
representative of those at risk of becoming cases; however, their
exposures may not be comparable with that of cases.



» Patients with other diseases: especially if subjects are
not told the exact focus of the investigation; however, their
exposures may be unrepresentative.

'I[?lpes of Case-Control Studies:
ybrid Designs

Hybrid designs have characteristics of both cohort studies and
case-control studies, but obviate some of their disadvantages.
They analyze all cases that appear in a stable cohort followed in
time and use as only a sample of the subjects of that same cohort
as a control group.

Depending on the sampling plan used to establish the groups from
the components of the cohort, two general types of designs
can be distinguished: cohort and case studies and case-control
nested within a cohort.

Case-control Nested Within a Cohort

From a cohort study already carried out, or that is being carried
out, all the subjects that have developed the disease are identified,
which will constitute the case group. When a case appears, one or
more controls are randomly selected among the subjects at risk
at that time.

Controls can be matched with cases, and it is convenient to do
so by some time-dependent variable, such as the years of stay in
the cohort. In addition, the same subject could be selected as a
control on more than one occasion for different cases, or it could
be selected as a control at a given time and considered as a later
case if the disease develops.

This design is used when it is necessary to make very expensive
measurements.

Cohort and Case Studies

A sample of the initial cohort (called “subecohort™) is randomly
selected. It will serve as a comparison group for all cases that
appear during the follow-up of the study, regardless of whether
or not they already belong to the subcohort. In other words, all
cases of the initial cohort that appeared during the follow-up
are chosen, and their information is compared with a sample of
the initial cohort. The aim is to obtain a new cohort, with fewer
subjects than the initial one, in which cases are overrepresented.

The same subcohort can serve as a comparison group for the
study of various diseases.

This design allows to determine the incidence rates of the
disease, and not only the relative risk.

Chapter 15| Case-control Studies
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Disease

Occurrence m
and Risk

0dds ratio: Ratio of the

odds of the outcome

oceurring in- one- group

divided by the odds of

the outcome occurring in

anather group.

ontrol

Key Terms
Define the following terms.

Case-control Nested
Within a Cohort

Cases

Controls

Active Learning Section

Cohort and case studies

ata tha can be Obtained from the Case-
tudies

The estimates that can be obtained are the proportion of cases
and controls exposed to a possible risk factor. It's also of interest
the intensity and duration of the exposure in each of the groups.

The measure of association or the risk of suffering a certain
health problem associated with the presence of an exposure is
called “odds ratio” (OR) (Table 14.2).

Odds ratio

Proportion of cases and
controls

Consolidate the knowledge you acquired in this Chapter through the following exercises.

1. What is the distinction between cases and
controls?

2. State the features of a case-control study
design.

3. List some important advantages to using
the case-control study design.

4. List someimportant disadvantages to using
the case-control study design.

5. List the estimates that can be obtained with
a case-control study.

6. Draw a diagram of the case-control study
design.

7. Discuss the advantages and disadvantages
of hospital, general population, and special
population controls in a case-control study.

8. Complete Table AL16.1 with the description,
strengths, and weaknesses of observational
analytic study designs.

9. Multiple choice questions.

1. How does the strategy for a case-control
study differ from that of a cohort study?

a) Case-control studies are retrospective, while
cohort studies are always prospective.

b) Randomization can be used in a cohort
study, but can'tbe used in a case-control study.

©) In case-control studies subjects are selected
and grouped based on their disease status, but
in cohort studies subjects are selected and
grouped based on exposure status.

d) The goal of cohort studies is to test an
association, but case-control studies just
document the frequency of risk factors.



2. In a case-control study one can calculate
either a risk ratio or an odds ratio.

a) True.
b) False.

3. What is the main reason why it isimportant to
use precise, specific criteria for what constitutes
a “case,” i.e. in defining the outcome?

a) To avoid misclassification with respect to the
outcome.

b) To limit the number of subjects in the study.
©) To avoid selection bias.
d) To avoid interviewer bias.

4. Which of the following is not an advantage to
case-control studies?

a) They tend to be less expensive and more
efficient than prospective cohort studies.

b) They are feasible for rare diseases.

©) Selection of an appropriate comparison
group is easy to achieve.

d) They are good for diseases that have a
long |atency(feriod (i.e., a long time between
exposure and manifestation of disease.).
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5. In a recent matched case—control study,
200 cases with hepatocellular carcinoma
were individually matched to 200 controls
without hepatocellular carcinoma by sex and
age (5 years). The investigators collected
information, for each subject, on a number of
potential risk factors and were interested in
determining which of them was associated with
hepatocellular carcinoma. Which one of the
following statements is true?

a) The authors should use conditional logistic
regression methods to analyze the outcomes
from this study.

b) The study investigators decided to match
cases and controls by age and sex as they
were particularly interested in the asso-
ciations between each of these variables and
hepatocellular carcinoma.

©) When caIcuIatin% the odds ratios, the study
investigators should ignore the fact that the
cases and controls are matched by age and sex.

d) Had the authors loosened their matching
criteria to ensure that cases and controls were
matched by age within 10 rather than 5 years,
the results from the study would have been
strengthened.

e) The authors should use multiple linear
regression methods to analyze the outcomes
from this study.
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Chapter 1 6

Cross-sectional Studies

Learning objectives for this chapter
A. Describe the architecture of the cross-sectional studies.

B. Describe the types of epidemiological parameters that can
be estimated with cross-sectional studies.

C. State the advantages and disadvantages of cross-sectional
studies.

D. Identify the main uses of cross-sectional studies.

Cross-sectional studies make observations about the presence of
diseases, conditions, or health-related characteristics in a defined
population at a specific point in time. Hence, there is no time
dimension involved, as all data are collected at or around the time
of the investigation.

Such information can be used to explore etiology. However,
associations must be interpreted with caution. Bias may arise
because of selection into or out of the study population. A cross-
sectional design may also make it difficult to establish what is
cause and what is effect.

Unlike case—control studies (where participants are selected based
on the outcome status) or cohort studies (where participants are
selected based on the exposure status), the participantsin a cross-
sectional study are just selected based on the inclusion and
exclusion criteria set for the study. Once the participants have
been selected, the investigator follows the study to assess the
exposure and the outcomes.

Uses of Cross-sectional Studies
A cross-sectional study may be used:
» For population-based surveys.
» For estimating the prevalence in clinic-based studies.
» To calculate the OR.
» For planning health care.
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Disease Bridgeto,  Advantages and disadvantages of the cross-sectional studies are

ized in Table 16.1.
Occurrence m summarized in
and Risk

Prevalence: The total Data thaf gan be Obtained from Cross-
number of people in sectional Studies

a population with 3 . .

condition at a given point We can make the following estimates (Table 13.2):

in time. » Prevalence.

0dds ratio: Ratio of the »» Odds ratio.

odds of the outcome o .

occuring in one group » Logistic regression models.

divided by the odds of
the outcome occurring in

another group.
Table 16.1. Advantages and Disadvantages of Cross-sectional Studies
Advantages Disadvantages
« Good for examining rare outcomes %usceptiblebﬁo recall bias or
or outcomes with long latency TSI DIEE
« Relatively quick to conduct « Difficult to validate information
 Relatively inexpensive « Control of extraneous variables
) ) may be incomplete
* Requires comparatively few ) ,
subjects » Selection of an appropriate
« Existing records may be used comparison group may be difficult
. . « Rates of disease in exposed and
. ML,||3|tIp|e exposdures or risk factors unexposed patients cannot be
can be examine determined
Key Terms

Define the following terms.

Cross-sectional studies Odds ratio Prevalence
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Active Learning Section
Consolidate the knowledge you acquired in this Chapter through the following exercises.

1. State the features of a case-control study 4. List the estimates that can be obtained with

design. a case-control study.

2. List some important advantages to using 5. Draw a diagram of the case-control study

the case-control study design. design.

3. List some important disadvantages to using 6. Complete Table AL16.1with the description,

the case-control study design. strengths, and weaknesses of observational
analytic study designs.

Table AL16.1. Description, Strengths, and Weaknesses of Observational Analytic Study Designs
Study Design Description Strengths Weaknesses

Case-control

Cross-sectional

Nested case-
control

Cohort

137



138 Clinical Epidemiology: An Active Learning Approach

7. As the hospital epidemiologist, you have
been requested by the hospital administration
to study the effects of administering antibiotics
to patients at different time frames (2-hour
intervals up to 24 hours) before they have
surgery that involves opening the chest cavity.
The study is aimed at reducing infections
caused by surgery as well as reducing deaths.
The study is to take place over the next 15
years.

« Design an appropriate study.

o Explain and justify the study design
chosen.

8. You have been asked to study the effects of
stress across the life span of people who have
a close family member with HIV/AIDS. The
study is to be from the time of diagnosis until
the !eath of the family member.

« Design an appropriate study.

e Explain and justify the study design
chosen.

9. Suppose 45 traffic accidents occur on a
given road and you are interested in measuring
whether the accidents are associated with rain
showers. The ‘case” period is designated as
the 24 hours preceding the accident and the
“control” period is designated as 1 week prior
to the case period. Among the accident cases,
7 experienced rain showers during the case and
control periods; 16 experienced rain during the
case period but not during the control period,;
4 experienced no rain during the case period
but rain during the contro? eriod; and 18
experienced no rain during either the case or
control periods.

» Use an appropriate measure and describe
whether an association exists between rain
showers and traffic accidents.

10. Multiple choice questions.

1. A community assesses a random sample
of its residents by telephone questionnaire.
Obesity is strongly associated with diagnosed
diabetes. This stu! design is best described as
which one of the fo“owing:

a) Case-control.

b) Cohort.

¢) Cross-sectional.
d) Experimental.

2.Based on alist of residentsfrom electionrolls,
2/3 of men in a large city are invited (including
repeated educational urgings) and 1/3 of men
are not invited to be screened by PSA blood test
for prostate cancer. Over the next 10 years the
two groups are compared as to the rate of death
from prostate cancer. This study design is best
described as which one of the following:

a) Case-control.

b) Cohort.

©) Cross-sectional.
d) Experimental.

3. Which of the following statements are true
about an observational study?

a) The researcher does not interfere with the
study in any way.

ba The researcher administers a treatment to
the subjects in the study.

©) The researcher is a subject in the study.
d) None of these are correct.



4. You recall a conversation from your medical
school days with one of your favorite anatomy
professors. The professor observed that
most students from his class who were good
in anatomy tend to become radiologists. As
believer in science you decided to explore if
there is any truth to this observation. Which
study design is most suited to address the
hypothesis that good anatomy students are
most likely to become radiologists?

a) Case-control.
b) Cohort.
¢) Cross-sectional.

d) Randomized controlled trial.
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5. What is the best design to study the
prevalence of a disease?

a) Case-control study.

b) Cohort study.

©) Cross-sectional study.

d) Randomized controlled trial.
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Chapter 17

Survival Analysis

Learning objectives for this chapter

A. Recognize some vocabulary used in survival analysis and a
few commonly used statistical methods for time to event data
in medical research.

B. Learn about censoring in survival analysis.

C. Interpret a Kaplan-Meier graph.

D. Identify applications with time to event outcomes.
E. Define the term hazard ratio.

F. |dentify when a hazard ratio should be used.

G. Understand how to interpret a hazard ratio.

With roots dating back to at least 1662 when John Graunt —a
London merchant- published an extensive set of inferences based
on mortality records, Survival Analysis is one of the oldest
subfields of Statistics.

Basic life-table methods, including techniques for dealing with
censored data, were discovered before 1700, and in the early
eighteenth century, the old masters —de Moivre working on
annuities, and Daniel Bernoulli studying competing risks for
the analysis of smallpox inoculation— developed the modern
foundations of the field.

Today, Survival Analysis models are important in Medicine, as well
as in many more application areas such as Engineering, Insurance,
and Marketing.

Survival analysis is a collection of statistical procedures for data
analysis, for which the outcome variable of interest is the time
until an event occurs.

Although the term survival is used, the event of interest is
not limited to death or failure. Other end points can be used:
recurrence of a supraventricular arrhythmia after ablation,
Facemaker failure, relapse after leukemia treatment, readmission
or congestive heart failure, and so on.

Death is the prime example
of an outcome event used
in survival analysis

14
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Survival time is defined as the time from some fixed starting
point (time origin) to the onset of the event of interest.

» In controlled clinical trials, the starting point is the actual
time a participant enters the study, thus the starting point may
vary for each participant.

» In Epidemiology, the time origin may be birth, time of first
exposure, or another pointin time.

Key Features of Survival Data

Length of Follow-up

The length of follow-up time varies among participants. Patients
entering later to the study would have a shorter follow-up than
those entering earlier.

Outcome of Interest

Bg the end of the study, the event of interest is almost never
observed in all subjects.

Applications of the Survival Analysis

The following are several examples of questions for which survival
analysis may be applied:

» How long does symptom improvement last after an epidural
injection?
— Time to the recurrence of back pain and recurrence vs.
non-recurrence.

» How long is the duration of the effect of antiemetic
prophylaxis given to prevent nausea and vomiting resulting from
the use of intravenous patient-controlled opioid analgesia?

— Duration of nausea/vomiting prevention and manifestation
vs. non-manifestation.

» How long does it take for postoperative cognitive dysfunction
caused by general anesthesia to occur?

— Time to the occurrence of cognitive dysfunction and
occurrence vs. non-occurrence.

Censoring

|deal data for survival analysis are those yielded by cases in which
the time of treatment is clearly established and all participants are
followed up until they experience the event.



However, the observation period may end without occurrence of
the event. The survival time is called censored if the event is not
observed by the end of the study.

Right Censoring

It is the most common type of censoring in clinical studies. This
indicates that the period of observation (trial duration) ended
before the event occurred.

Otherreasonsfor censoring#include the withdrawal of participants
from the study and loss of contact with participants who move
out of the study area.

Independent Censoring

This indicates censoring for reasons unrelated to the outcome
for each participant (i.e., the occurrence of the event of interest
or not).

Survival Function

Survival function, denoted by S@), is defined as the probability
of the outcome event not occurring up to a specific point in
time, including the time point of observation (). For example, if
the event is “recurrence of back pain,” the survival function is the
“probability of not having back pain” up to a specific time.

It gives the probability that the random variable T exceeds the
specified time t.

The survival function equation is:
SO®=P(T>9)=1-F@

Wheret =0 corresEonds to a probability of 1.0 (i.e., 100% survival
at the onset), and the point in time with 50% survival probability is
the median survival time.

The ratio of the number of events occurring during the entire study
period to the total number of observations is termed the incidence
rate.

If the survival function is known from theory or empirical
observations, then it can be used to analyze the survival experience
of a population at various points in time.

The survival function is often expressed as a Kaplan-Meier curve.
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The concept of a survival
function is essential for the
understanding of survival
analysis.
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Kaplan-Meier Estimator

In the Kaplan-Meier method, the incidence rate as a function of
time is calculated by putting the observations in ascending order
of time until occurrence.

The standard estimator of the survival function is called the
product limit estimator.

It is obtained by taking the product of a sequence of conditional
probabilities in order to create the Kaplan-Meier curve, an
estimate of the true survival function (Figure 17.1).

Although no standard has yet been established, it is a general
practice to:

» Show censored data as points or symbols.

» Show decreases in the survival rate (corresponding to the
occurrences of the event) as steps.

100% -

75% -

Younger than

T 50%- ~ 60 years
s
5
n ____ Older than
60 years
25%-
0%-
0 250 500 750 1000
Time

Figure 17:1. Kaplan-Meier curve of data from U.S. veterans subjected
to a two-treatment, randomized trial for lung cancer, plotted by age.
The veterans younger than 60 years are represented in red while those
older than 60 are represented in green. Although the two curves appear
to overlap in the first fifty days, younger patients clearly have a better
chance of surviving more than a year.



Kaplan-Meier survival analysis is used to test for significant
differences between survival curves and in median or mean survival
time. Therefore, it fits well in studies focusing on survival time.

Cox Proportional Hazards Model

Time-to-Event Analysis

Clinical trials (Chapter 28) commonly record the length of time
from study entry to a disease endpoint for a treatment and a
control group. These data are commonly depicted with a Kaplan-
Meier curve from which the median (time at which 50% of cases
are resolved) and the mean (average resolution time) can be
obtained.

Time-to-event analysis provides a method to include patients
who fail to complete tﬁe trial or do not reach the study end-
point (censored data) by making comparisons between the
number of survivors in each group at multiple points in time.
Therefore, it is a potentially more powerful and informative method
of analysis.

Cox Proportional Hazards Regression Model

Also known as Cox regression, uses regression analysis
(Chapter 12) to process censored data. This method can analyze
any variables that may influence the occurrence of the event, and
is defined as a semi-parametric method. It provides an estimate
of the hazard ratio (HR) and its confidence interval.

Hazard Ratio

A hazard ratio (HR) can be defined as an estimate of the ratio of
the hazard rate in the treated versus the control group.

The hazard rate is the probability that, if the event in question has
not already occurred, it will occur in the next time interval divided
by the length of that interval.

The term hazard refers to the probability that an individual, under
observation in a clinical trial at time t, has an event at that time.

Each predictor variable in a Cox regression model has a HR

that tells you how much the hazard increases in the relative

sense (that is, by what amount it's multiplied) when you increase

the variable by exactly 1.0 unit. Therefore, a HR numerical value

gepends on the units in which the variable is expressed in the
ata.
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Exc\udinﬁ atients who
are lost to follow-up, may
introduce considerable bias
because the data that these
patients generate prior to
their exit are important to
the power and validity of
the study.

A Log-rank test is another
type of survival analysis
that assesses if both curves
differ significantly.

Thus, it provides a p-value.

Hazard ratios have also
been used as a measure
to describe the effect

of an intervention on an
outcome of interest over
time.
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The HR of two people are independent of time, and are valid only
for time-independent covariates; the hazard functions for any
two individuals at any point in time are proportional.

» If an individual has a risk of death at some initial point in
time that is twice as high as that of another individual, then at
all later times the risk of death remains twice as high.

Interpreting Hazard Ratios

The HRis a measure of the magnitude of the difference between
the two curves in the Kaplan—Meier plot. The numerical value of
the HR expresses the relative hazard reduction achieved by the
study intervention compared to the hazard reduction in the control

group.
The numerical value of a HR can be a fraction of 1.0 or it can be
greater than 1.0:

» A HR of 0.50 means that, at any particular time, half as
many patients in the treatment group are experiencing an event
compared to the control group.

» A HR of exactly 1.0 means that at any particular time, event
rates are the same in both groups.

» A HR of 2.0 means that, at any particular time, twice as
many patients in the treatment group are experiencing an event
compared to the control group.

The HR is a punctual estimate and, therefore, its confidence
intervals (Cl) must be calculated.

» The narrower the confidence interval, the more precise the
estimate.

» If the confidence interval includes 1, then the HR is not
significant.

An Example from the Literature

Dupont et al. investigated the survival of patients with
bronchiectasis according to age and use of long-term oxygen
therapy. The Kaplan—Meier curves and results of the log rank tests
shown in Figure 17.2 indicate that there is a significant difference
between the survival curves in each case.

The authors also applied Cox's regression and obtained the results
given in Table 17.1. -Fhese results indicate that both age and long-
term oxyfen therapy have a significant effect on survival. The
estimated risk ratio for age, for example, suggests that the risk for
death for patients over the age of 65 yearsis 2.7 times greater than
that for those below 65 years.
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Figure17.2. Kaplan-Meier curves showing survivalrate of 48 patients withbronchiectasis

after the first ICU admission for RF according to age on ICU admission (left) and use of
LTOT before ICU admission (right).

Adapted from: Dupont M, Gacouin A, Lena H, Lavoue S, Brinchault G, Delaval P. Thomas R. Survival of patients with
bronchiectasis after the first ICU stay for respiratory failure. Chest. 20041251815-1820.

Table 17.1. Results of Cox's proportional hazards analysis for the

patients with bronchiectasis

Explanatory

variables FR
Age (>65 years) 27
Long-term oxygen 30
therapy (LTOT) )
Key Terms

Define the following terms.

Censored data
Cox regression
Hazard

Hazard rate

Hazard ratio

95% confidence val
interval p-value
115-6.29 0022
147-6.90 0.003

Independent censoring
Kaplan-Meier curve
Length of follow-up

Product limit estimator

Survival analysis
Survival function
Survival time

Time-to-Event Analysis
Right censoring
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Active Learning Section

Consolidate the knowledge you acquired in this Chapter through the following exercises.

1. State some examples for which survival
analysis may be applied.

2. Based on Figure 17.1, estimate the median
and mean for each of the groups of veterans
subjected to a two-treatment randomized trial
for Hung cancer.

3. Multiple choice questions.

1. Kaplan—Meier statistics are most appropriate
when:

a) The time of follow-up is normally distributed.
b) Many people drop out of the study.

©) Most people have been followed for a long
period of time.

d) People have been followed for different
periods of time.

2. If Kaplan—Meier statistics are used,
information of the event should be collected
from participants:

a) At regular 6-month intervals.
b) As often as possible.

©) At planned medical check-ups.
d) At planned home visits.

3. A censored observation in the data occurs:
a) Before the follow-up data are collected.

2) When the data are not entered into the
atabase.

o) If a participant misses a study visit.
d) When a person has withdrawn from the study.

4. If the y-axis of a Kaplan—Meier curve is
shortened this will:

a) Visually magnify differences between study
groups.

b) Visually minimize differences between study
groups.

©) Visually make no difference.

d) Visually make the figure easier to read.

5. The Cancer Prevention Study Il (Harris et
al. 2004) followed a cohort of 164 9 men
and 576 535 women for a period of 6 years
to determine rates of deatl[;7 from cancer of
the trachea, bronchus or lung. The authors
considered the association between mortality
rates and the tar level of the cigarettes smoked
by the subset of men in the study who were
current smokers in 1982. Compared to men
who smoked cigarettes with a tar content of
15-21 mg, the mortality hazard ratios among
those who smoked cigarettes with a tar
content of 0—7 mg, 8-14 mg and 222 mg were
117 (95% confidence interval 0.95 to 145), 1.02
(0.90t0116)and144(1.20 to1.73), respectively.

Which one of the following statements is trues

aal There is no evidence from this study that
the tar content of the cigarettes smoked is
associated with an increased mortality rate
from cancer of the trachea, bronchus or Pl/.lng.

b) Men who smoked cigarettes with a tar content
of 222 mg had a significantly increased risk of
mortality from cancer of the trachea, bronchus
or lung compared to men who smoked ciga-
rettes with a tar content of 0—7 mg.

©) The authors would have been able to more
usefully estimate the association between tar
content and mortality risk if they had included
tar content as a continuous covariate in their
analysis.

d) The reference group for the analysis was men
who did not smoke cigarettes in 1982.



€) Had the authors changed the reference group
for the analysis to men who smoked cigarettes
with a tar content of 222 mg, the relative hazard
estimate for those smoking cigarettes with a
tar content of 15-21 mg would have been less
than 1.

6. T Which one of the following statements
about survival analysis is true?

a) What is of primary importance in a survival
analysis is whether or not the individual reaches
the endpoint (e.g. death).

b) Survival times are right-censored where
followup does not begin until after the baseline
date.

© Informative censoring means that full
information is available on wl'(?/ and when an
individual's followup is censored.

d) The relative hazard is assumed to be constant
in a Cox proportional hazards model.

€) The log-rank test in a Kaplan—Meier survival
analysis is a para metric test, comparing the
survival experience in two or more groups,
which assumes that the logarithm of the ranked
data are Normally distributed.

7. In a survival curve the y-axis represents:

a%The time taken for participants to experience
the event.

b) The proportion of participants yet to
experience the event.

©) The probability of experiencing the event.
d) None of the above.

8. The definition of the hazard functioniis:
a) The rate of survival at each time-point.

b) The rate of the event of interest at a specified
time-point.

©) The dangers associated with the conditions
in the study.

d) All of the above.
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9. When a person does not experience the
event within the time-frame for the study they
are called:

a) Surplus to requirements.
b) An invalid case.

©) An outlier.

d) Right censored.

10. Which of the following represents the best
definition of censored cases?

a) People who do not want to join the study.

b) Participants who drop out of the study and/
or have not experienced the event of interest.

©) Participants who don't read the instructions
carefully enough.

d) Both b) and c) above.

11. The beginning of the time-period for a
survival analysis is often called:

a) The start of the study.

b) The time of randomization.
©) Time zero.

d) Let's get started.

12. Take a look at the survival curve on the
next page. What can you say about the person
indi't):ated in the graph by the circle around the
line?

a) The person had a migraine in week 14.

b) The person did not have a migraine in week
14 but had it at a later time.

©) The person did not have a migraine at all
within the time-frame of the study.

d) The person was lost to the study in week 14.
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13. Referring back to the graph in question 12,
what term is given to the person highlighted?

a) They are unimportant.
b) They are censored.

©) They are right censored.
d) They are a hazard.

14. How might we calculate the Ftrobability of
a participant surviving until the fifth day in the
study?

a) It is the probability of not experiencing the
event divided by the probability of experiencing
the event.

until the

b) It is the probability of survivin
by the probability of

fourth day multiplie
surviving tﬁe fifth day.

0 Itis the probability of surviving the first day,
times the probability of surviving the second
day, times the probability of surviving the
third day, times the probability of surviving the
fourth day, times the probability of surviving
the fifth day.

d) Both b) and ¢) above.

15. Is the probability that, if the event in
question has not already occurred, it will occur
in the next time interval divided by the length of
that interval:

a) Hazard.

b) Hazard ratio.

©) Hazard rate.

d) Hazard reduction.
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Chapter 1 8

Disease Occurrence, Risk,
Association, Importance,
and Implication

Learning objectives for this chapter
A. Understand the concept of epidemiological measures.

B. Learn the classification of epidemiological measures.

Epidemiology studies the frequency of health events and their
distribution patterns according to the characteristics of the
population, tlge regions and moments in time. It also analyzes the
determinants and factors that generate the observed panorama
and, based on this, proposes and evaluates the corresponding
intervention measures, either to avoid new cases or to control the
existing ones and minimize the sequelae left by the pathology.

In order to achieve this task, Epidemiology has various
epidemiological measurements that can be classified into three
categories (Table 18.1):

1. Measures of disease occurrence and risk.

2. Effect measures for the association between a disease and
an exposure.

3. Measures of importance or implication.

Table 18.1. Examples of Different Effect Measures in Epidemiological

Studies
Measures of Effect Measures for Imegf; r::eocf)r
Occurrence and Risk Association | portanc
mplication
o Excess risk
Relat k(RR
Incidence elative risk (RR) Attributable risk (AR)
Odds ratio (OR) . ,
Prevalence Correlation Population attributable
: risk (PAR)
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Measures of Disease Occurrence and Risk:
Incidence and Prevalence

Are used to describe causal relationships and in descriptive
analyses of the evolution of disease occurrence or mortality
over time.

The concept of disease risk is often used to describe the
association between an exposure and the probability of having a
given disease now or developing that disease later in life.

To determine the risk associated with a given exposure, the
populatlon studied must be divided into two or more groups
(e.g., an exposed group and an unexposed group), or by Tg:evel of
exposure. 1he importance of the exposure can be assessed when
the number of exposed and unexposed subjects that either have
a disease or developed a disease during a defined time period
has been determined. With this information, the risk associated
with the exposure can be estimated. The association between the
occurrence of a disease and a given exposure can be summarized
in a contingency table (Table 18.2).

Incidence

Incidence is defined as the number of individuals newly diagnosed
with disease in a defined time period.

Incidence rate is the incidence divided by the length of this time
period.

The following formula can be used to calculate the incidence:

Incidence = Number of new cases during a defined time period/
total population in risk at the beginning of the study

Prevalence

Prevalence is defined as the proportion of a population with a
given disease at a set point in time.

Table 18.2. Example of a 2 x 2 Contingency Table: Cell Counts for
the Association Between Disease and Exposure

Disease
Exposure Yes No Total
Yes a b a+th
No c d c+d

Total atc b+d n
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The following formula can be used to calculate the prevalence:

Prevalence = Number of cases with the disease at a set pointin
time/total population in the same group and at the same set point
in time
Duration of disease, together with the incidence, rate will determine

the prevalence.

There are two measures of prevalence:

— Point prevalence: is the probability an individual will have
a given disease at a set pointin time é

— Period prevalence: is an expression of a probability that
an individual has been affected by a given disease during a
defined time period.

Effect Measures: RR and OR

The effect measure yields an estimate of the strength of the
association between two variables (e.g., the association between
a possible causal factor and a disease).

Effect measures are based on comparisons of disease occurrence
in groups with various levels of exposure to a certain variable.

The effect measure maybe expressed as the risk or the probability
of disease occurrence during a defined time period.

Relative Risk (RR) and Odds Ratio (OR) are fully described in
Chapter 19.

MealsJures of Importance or Implication:

AR, PAR, and Excess Risk

They express the impact of a certain disease or exposure on a
population.

These measures are of Public Health interest, meaning that they
also help to assess the possible effect of preventive efforts.

Attributable Risk (@R and Population Attributable Risk
(PAR) are fully described in Chapter 21.
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Key Terms
Define the following terms.

Attributable risk Odds ratio
Epidemiological measures
Incidence

Incidence rate

Active Learning Section

Period prevalence

Prevalence

Relative risk

Point prevalence

Population attributable risk

Consolidate the knowledge you acquired in this Chapter through the following exercises.

1. Explain the difference between incidence
and prevalence of a disease.

2. Frequently, family medicine services are
interested in knowing the prevalence of
patients with diabetes in the community where
they provide the medical service. To obtain
this information, the epidemiologist orders his
team to visit and record the entire population
covered by his unit. As a result of his research,
he finds that 228 diabetic subjects were
identified in a population of 4 550 inhabitants.

 Calculate the prevalence of diabetes in
this population.

3. A cohort of 12 subjects is taken and
observed for five years (without their elements
being lost for the study and without ceasing to
be at risk during the study period). Of these,
five develop the disease.

« Calculate the incidence for this 5 years.

o If an individual is taken from those
observed at the start of the study, what is
the probability that the disease will develop
within five years?

4. In a survey of 1150 women who gave birth
in Maine in 2000, a total of 468 reported
taking a multivitamin at least 4 times a week
during the month before becoming pregnant.

 Calculate the prevalence of frequent
multivitamin use in this group.

5. You study a population of 20 persons
with 10 new cases of an illness over about 15
months. Before October 1, six people became
ill: 2 of them died before April ‘f Between
October 1 and September 30, four more
persons became ill. Six more persons died

after April 1.

« Calculate theincidence rate from October
1, 2004, to September 30, 2005, using the
midpoint population (population alive on
April 1, 2085§as the denominator.

 Calculate the point prevalence on April
1, 2005. Point prevalence is the number
of persons ill on the date divided by the
population on that date. On April 1, seven
persons(persons 1, 4,5,7,9, and 10) wereill.

 Calculate the period prevalence from
October 1, 2004, to September 30,
2005. The numerator of period prevalence
includes anyone who was ill any time during
the period. Yn Figure 311, the first 10 persons
were all ill at some time during the period.

6. Lung cancer is the leading cause of cancer
death for both men and women in the United
States. More people die of lung cancer than of
colon, breast, and prostate cancers combined.
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Lung cancer is fairly rare in people under the
age of 40. The average age of people found to
have lung cancer is 60. ﬁm 2004 there will be
about 173770 new cases of lung cancer in the
United States. About 160,440 people will die
of this disease. The population of the United
States in 2004 is 292,287454.

e Calculate the annual incidence rate of
lung cancer in the US in 2004.

7. During a given year there were 30 new
cases of disease X in population A and 3 new
cases in population B.

» Based on this finding, is it accurate to
say that the rate of disease is higher in
population A? Why or why not?

8. In a class of 26 people, none had upper
respiratory symptoms at the beginning of the
semester. One week later, 3 students reported
having upper respiratory symptoms. One week
after that (beginning of week 2), 1 student had
recovered but there were 2 new cases.

o Calculate the prevalence of upper
respiratory symptoms at the beginning of
week 2.

+ Calculate the risk (incidence proportion)
of developing upper respiratory symptoms.

« Calculate the rate of upper respiratory
symptoms per 100 student-weeks.

9. The incidence rate of a disease is 50 per
100,000 person-years. The average duration
of the disease is 2 years, after which patients
fully recovers.

 Estimate the prevalence of the disease
in the population assuming the population
is stationary and disease occurrence is in a
steady state.

10. 200 healthy men are followed for the
occurrence of prostate cancer. After 5 years,
30 cases occur.

o Calculate the incidence rate of prostate
cancer in this cohort with and without an
actuarial correction.
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Chapter 1 9
Odds Ratio and Relative
Risk: As Simple as It Can

Get

Learning objectives for this chapter
A. Define the terms relative risk and odds ratio.
B. Identify when relative risk and odds ratio should be used.
C. Calculate arelative risk and odds ratio from a 2 x 2 table.

D. Understand how to interpret confidence intervals around a
relative risk or odds ratio.

Researchers are often interested in evaluating the association
between an exposure and an outcome. In other words, they
are interested in knowing whether the presence of a risk factor,
or performing an intervention, alters the risk of an outcome as
compared to the absence of the risk factor or the intervention. In
analytical studies, itisnot only interesting to know if this association
exists, but also the magnitude of that association. This is
achieved by comparing the frequency of the event of interest in a
group exposed to the study factor with that of an unexposed group.

Risk and Odds, Is There a Difference?

» “Risk” refers to the probability of occurrence of an event.
Statistically, risk refers to chance of the outcome of interest
divided by all possible outcomes.

» “Odds” refers to the probability of occurrence of an event
divided by the probability of the event not occurring.

At first glance, you may think that both concepts seem similar and
interchangeable. Nevertheless, there are important differences
that dictate where the use of either of these is appropriate.

Let’s discuss the following example in order to fully understand the
differences between risk and odds.

You are reading a randomized clinical trial comparing endoscopic
sclerotherapy (n = 65) versus band ligation (n = 64) for the
treatment of bleeding esophageal varices (Table 19.1).

157
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Table 19.1. A Randomized Clinical Trial of Sclerotherapy vs. Ligation
for Esophageal Varices (hypothetical data)

Outcome

Intervention Total
Death Survival
Ligation 18 46 o
Sclerotherapy 29 36 65
Total L7 82 129

Based on the data in the Table 19.1, we can conclude:

» The overall risk of death = 47/129 ([number of deaths]/

[all outcomes i.e., all deaths + survivors]) = 0.36.

» The overall odds of death = 47/82 S[)r}umber of deaths]/

[number of no deaths, i.e., survivors]) =0

» The risk of death in the ligation group was 18/6%4 (28% or
0.28).

» The risk of death in the sclerotherapy group was 29/65
(G44% or O.44).

» The odds of death in the two groups was 18/46 (0.39) and
29/36 (0.81), respectively.

From the data in the previous example, the chances of death
appear markedly different when expressed as risks and odds.

Now, let’s consider another scenario based on Table 19.2:

» As "a" decreases with respect to 'b" (probability of outcome
becomes less), the odds and risk are similar.

» Forrare events(i.e.,if "a"is small and "a +b" approaches b"),
a/(a + b) = a/b and risk approximates odds.

» Therefore, though ‘odds” does not represent truerisk, its value
is close to risk when the event rates are low (typically <10%).

Table 19.2. Example of a 2 x 2 Contingency Table for the Calculation
of Association Measures

Disease No disease Total
Exposure a b atb
No Exposure c d c+d

Total at+c b+d atb+c+d
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Some studies use relative risks (RR) to describe results; others
use odds ratios (OR) to do so. Both association measures are
calculated using a 2 x 2 contingency table like the one shown in
Table 19.2.

Relative Risk

The relative risk (RR) of an event estimates the magnitude of an
association and indicates the number of times that an event
(disease) is more likely to develop in a group exposed to a risk
variable compared to a group unexposed to the same risk
variable.

» A RR of 1.0 indicates that there is no relationship between
the study factor and the disease because the risk of the event
isidentical in the exposed and not exposed groups.

» If the RR is greater than 1.0, it indicates a positive
association between the study factor and the disease
because the risk is increased in the exposed sample.

» If the RRis less than 1.0, itindicates a negative association
between the study factor and the disease because the risk is
lower in the exposed sample.

The RR obtained in a study is a punctual estimate and, therefore,
its confidence intervals &:I) must be calculated.

» If the 95% Cl does not include the RR = 1 value, there is a
statistically significant association between the study factor
and the outcome.

— For example: if the RRis 170, and the Clis 0.90-2.50, the
elevationinriskis not statistically significant because the value
1.00 (no difference inrisk) lies within the confidence interval.

Given the fact that RR is based upon the incidence of a given
event in which we already know the participants’ exposure status,
itis only appropriate to use it for prospective cohort studies.

How to Interpret a RR?

Let's say that we have an RR of 0.3. In “plain English” this can be
expressed in many ways:

» Theriskis lowered to less than one-third.
» Theriskis reduced to 30%.
» Therisk is lowered by more than two-thirds.

» The risk is reduced by 70%.

The RRis the division
between the incidencein
the exposed group (le) and
the incidence among the
non-exposed group (lo)

Bridaeto Cohort
Y Y ¥YStudies

Prospective  cohort
studies are carried
out from the present
time into the future.The
researcher divides the
subjects into  exposed
and not exposed to a
possible risk factor, and
follows them for a while.
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Odds Ratio

Odds means the ratio between the probability that an event
will occur and the probability that it will not occur.

If the probability that a person with a disease is exposed to the study
factor is 075, then the odds of the exposure will be calculated by
dividing this value by the probability anot being exposed (0.75 /
[1-075]=3).
» Thus, the odds of rolling 6 with a die are 1to 5 (i.e., 0.20);
this contrasts with the risk of rolling 6, which is 1/6 (i.e., 0.17).

Odds-ratio is a comparison
of the odds of an event
after exposure to a risk
factor in the case group
(a/c) with the odds of that
eg//ednt in the control group

» Similarly, the odds of tossing heads with a coin are 1to 1 (or
6550—50," or 1.00), whereas the risk of tossing heads is 1/2 or

The OR is numerically different from the RR, even though both
seek to compare the same risk between the same groups.

» An OR of 1.0 indicates that there is no increase or decrease
in risk.

» If the OR is greater than 1.0, it indicates that the exposure
to the risk variable increases the risk of the event.

» When the ORis less than 1.0, it indicates that the exposure
to the risk variable reduces the risk of the event.

The OR obtainedin a studyis also a punctual estimate. Therefore,
its confidence intervals (Cl) must also be calculated.

» If the 95% ClI for the OR includes 1.00, the OR is not

statistically significant.

Case- Bridgeto

control YYYyY OR are always obtained from case-control studies because in
tudi this type of studies incidence cannot be calculated because the

stuales study population is selected from individuals who already have

A case-control study
compares  patients  who
have a disease or outcome
of interest (cases] with
patients who do not have

developed the disease.

How to Interpret an OR?
The only interpretation for an OR is “times for” and a 1 must be

it (controls), and Looks
retrospectively to compare
how  frequently  the
exposure to a risk factor
is present in each group o
determine the relationship
between the risk factor and
the disease.

subtracted to the result in order to be a valid interpretation.
ORs should not be interpreted as percentages because the
effect observed would be overestimated.

In order to fully understand how to interpret an OR, let’s analyze the
results obtained by Pesch, et al. about smoking and lung cancer.
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In their article, they concluded that male smokers with an average
daily dose of >30 cigarettes had:

» An OR of 103.5 (95% Cl 74.8-143.2) for squamous cell

carcinoma.

» An OR of 111.3 (95% CI 69.8-177.5) for small cell lung cancer.

» And an OR of 21.9 (95% CI 16.6-29.0) for adenocarcinoma.
That means that:

» Smoking increases 102.5 times the risk of developing
squamous cell carcinoma.

» Smoking increases 110.3 times the risk of developing small
cell lung cancer.

» Smoking increases 209 times the risk of developing
adenocarcinoma.

Key Terms

Define the following terms.

2 = 2 contingency table Odds ratio Relative risk
Confidence interval Overall odds of death Risk

Odds Overall risk of death

Active Learning Section
Consolidate the knowledge you acquired in this Chapter through the following exercises.

1. Analyze the following abstract from a paper Main outcome measures: Asthma and asthmatic
by Illi, et al. symptoms  assessed _longitudinally by parental
o questionnaires;  atopic  sensitization = assessed
Obljectlve: To investigate the association between longitudinally by determination of IgE concentrations
early childhood intections and subsequent to ~various™ allergens; bronchial hyperreactivit
development of asthma. assessed by bronchial histamine challenge at age

Design: Longitudinal birth cohort study. years.

Results: Compared with children with 1 episode
of runny nose before the age of 1 year, those with 2
e?isodes were less likely to have a doctor’s diagnosis
of asthma at 7 years old Cgodds ratio 0.527(95%
confidence interval 0.29 to 0.92)) or to have wheeze
at 7 years old (0.60 (0.38 to 0'94)), and were less

Setting: Five children’s hospitals in five German
cities.

Participants: 1314 children born in 1990 followed
from birth to the age of 7 years.
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likely to be atopic before the aﬁe of 5 years. Similarly,
having 1 viral infection of the herpes type in the first
3 years of life was inversel associatedp with asthma
at ‘age 7 (odds ratio 048 (0.26 to 0.89)). Repeated
lower respiratory tract infections in the first 3 years of
life showed a positive association with wheeze up to
the age of 7 gears (odds ratio 3.37 (192 to 5.92) for &4

infections v 3 infections).

Conclusion: Repeated viral infections other than
lower respiratory tract infections early in life may
reduce the risk ‘of developing asthma up to school
age.

» Whatismeant by oddsratio 0.52for runny
nose and asthma and what does it tell us?

« What is meant by 95% confidence interval
0.29 to 0.92 and what further information
does this provide?

» What is meant by odds ratio 3.37 (192 to
5.92) for lower respiratory tract infections
and wheeze?

e On a less statistical point, what is wrong
with the way the conclusion is phrased?

2. Analyze the following abstract from a paper
by Towner, et al.

Objective: To apply a measure of exposure to injury
risk for schoolchildren aged 11-14 across a population
and to examine how risk factors vary with sex, age, and
affluence.

Design: Self completion questionnaire surveZ
administered in schools in_May 1990. Setting : 2
schools in Newcastle upon Tyne.

Subjects: 5334 pupils aged 11-14, of whom 4637
/%) completed the questionnaire.

Results: Boys were exposed to greater risk than girls
in journeys to places to play outdoors: they took
longer trips and were more_likely to ride bl%lcles
gelative risk 530 ﬁ95% confidence interval 4.23 to

.64) and less likely to travel by public transport or
car. Younger pupils (aged 11-12) were less exposed
to traffic urinE journeys to and from school: their
journeys were shorter, they were less likely to walk (trip
to school, relative risk O.gS (0.83 to 0.94), and they
were more likely to travel by car (trip to schoal, relative
risk 1.33 (113 to 1.56)) or school bus (1.33 (110 to
1.62)). Poorer children were exposed to greater risk
than affluent children (from families that owned a
car and a telephone): they were less likely to travel to
school by car (relative risk 0.26 <(9).20 to 0.33)% or to
be accompanied by an adult (0.39 (0.32 to 048)).

Conclusion: Injury risk data can provide useful
information on” child injury prevention and can
be used to identify priorities and target resources

for injury prevention on a citywide scale or for an
individual school.

« What is meant by ‘relative risk 5.30'?

o What would the relative risk of riding
bicycles be if boys and §irls were equally
likely to report riding bikes:

 Is there good evidence that younger
children were less likely to walk to school
than were older children?

 Is there good evidence that children
from poorer families were more likely to be
accompanied by an adult than were children
from more affluent families?

« Why must fewer than 20% of girls have
reported riding bicycles? (N.B. the question
was actually about their last journey to play,
not whether they ever use them.)

3.In an outbreak of tuberculosis amon
prison inmates in South Carolina in 1999, 2
of 157 inmates residing on the East wing of the
dormitory developed tuberculosis, compared
with 4 of 137 inmates residing on the West
wing.

o Summarize these data in a 2x2

contingency table.

e In this example, the exposure is the
dormitory wing and the outcome is
tuberculosis. Calculate the risk ratio.

» How s this RR interpreted?

4. In an outbreak of varicella Schickenpox) in
Oregon in 2002, varicella was diagnosed in 18
of 152 vaccinated children compared with 3 of
7 unvaccinated children.

» Summarize the data in a 2x2 contingency
table.

« Calculate the risk ratio.
« How s this RR interpreted?

5. Calculate the odds ratio for the tuberculosis
data in Exercise 3.

» Would you say that the odds ratio is an
accurate approximation of the risk ratio?



Chapter 19 | Odds Ratio and Relative Risk: As Simple as It Can Get 163

6. True or False: You canuse a 95% confidence
for the odds ratio to determine statistical
significance at alpha = 0.05.

7. TrueorFalse: You canuse a 95% confidence
for the odds ratio to determine statistical
significance at alpha = 0.01.

8. Results from two case-control studies
on cell phone use and brain cancer are
summarized below. Review each summary
and discuss whether the study in question
supports or does not support the theory that
recent use of hand-held cellular telephones
causes brain tumors. Explain your reasoning in
each instance.

» In 2001, a case-control study by Inskip et
al. examined the use of cellular telephones
between 1994 and 1998 in 782 cases with
various forms on intracranial tumors and
799 controls admitted to the same hospitals
for a variety of nonmalignant conditions.
Subjects were considered exposed if they
reported use of a cellular telephone for
more than 100 hours. The odds ratio (OR)
for glioma was 0.9 (95 percent confidence
interval 0.5 to 1.6), the OR for meningioma
was 0.7 (95 percent confidence interval 0.3
to 17), the OR for acoustic neuroma 14 (95
percent confidence interval 0.6 to 3.5), and
the OR for all tumor types combined: 1.0
(95 percent confidence interval 0.6 to 1.5)

 In 2000, a case-control study by Muskat,
et al. conducted between 1994 and 1998
used a structured questionnaire to quantify
the statistical relation between cell phone
use and primary brain cancer in 469 cases
and 422 matched controls. The results of
the study stated “The median monthl
hours of use were [sic] 2.5 for cases and 2.
for controls. Compared with patients who
never used handheld cellular telephones,
the multivariate odds ratio (OR) associated
with regular past or current use was 0.85
95% confidence interval |:C|gj 0.6-1.2).
he OR for infrequent users (<0. 72 h/mo)
was 1.0 (95% Cl, 0.5-2.0) and for frequent
users (>10.1h/mo) was 0.7(95% Cl, 0.3-1.4).
The mean duration of use was 2.8 years for
cases and 2.7 years for controls . .. The OR

was less than 1.0 for all histologic categories
of brain cancer except for uncommon
neuroepitheliomatous cancers (OR, 27,

95% CI, 0.9-47)."

9. A fictitious study was conducted to
determine the effect of oral contractive (OC)
use on heart disease risk in 40- to 44-year old
women. This study found 13 new cases among
5000 OC users over 3-years of follow-up.
In contrast, among 10,000 non-users, 7
developed a first myocardial infarct.

+ Summarize the data in a 2x2 contingency
table.

« Calculate the risk ratio, and interpret your
results.

10. Multiple choice questions.

1. The oddsratio is:

a) The ratio of the probability of an event not
happening to the probability of the event
happening.

b) The probability of an event occurring.

CR. The ratio of the odds after a unit change in
the predictor to the original odds.

d) The ratio of the probability of an event
happening to the probability of the event not
happening.

2. In a cohort study, the risk ratio of
developing diabetes was 0.86 when comparing
consumers of tea (the exposed) to those
who did not drink tea (the unexposed).
Which one statement is correct?

a) The tea drinkers have lower risk of developing
iabetes.

b) The tea drinkers have higher risk of
eveloping diabetes.

©) Based on the information given we cannot
tell if the observed difference in disease risk is
the result of chance.

d) The risk ratio is close to the value one, so
there is no difference in disease risk between
the two groups.
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3. Relative risk:

a) Shows the relationship between a factor
assumed to influence the occurrence of
disease, and the disease.

b) Is the ratio of the risk of disease for those
fexposed and those not exposed to that risk
actor.

© Cannot be greater than 1.

d) Is always expressed as a percentage.

4. A cohort study of smoking and lung cancer
was conducted in a small island population.
There were a total of 1,000 people in the study,
and the study was conducted over a ten year
period. Four hundred were smokers and 600
were not. Of the smokers, fifty developed lun
cancer. Of the non-smokers, 10 develope
lung cancer. In order to measure the strength of
association between smoking and lung cancer
in this population, which measure of exposure-
disease association would you use?

a) Risk ratio.

b) Risk difference.
©) Odds ratio.

d) Attack rate.

5. In the previous cohort study examining the
association between smoking and lung cancer,
suppose you obtain a measure of exposure-
disease association = 17 How would you
interpret this in words?

aa' There were 17 more cases of lung cancer in
the smokers.

b) Smokers had 17% more lung cancers
compared to non-smokers.

©) Smokers had 17 times the risk of lung cancer
compared to non-smokers.

d) 17% of the lung cancers in smokers were due
to smoking.

6. A group of patients with lung cancer is
matched to a group of patients without lung
cancer. Their smoking habits over the course
of their lives are compared. On the basis
of this information, researchers compute
the odds of smoking among patients with
lung cancer compared to the odds of
smoking among those without lung cancer.
Thisis an example of a:

a) Case-control study.

b) Cohort study.

©) Cross-sectional study.
d) Longitudinal study.

7. A study is performed in which mothers
of babies Korn with neural tube defects are
questioned about their acetaminophen
consumption during the first trimester of
Eregnancy. At the same time, mothers of
abies born without neural tube defect are
also questioned about their consumption
of acetaminophen during the first trimester.
Which of the following measures of association
is most likely to be reported by investigators?

a) Prevalence.
b) Relative risk.
© Odds ratio.
d) Hazard ratio.

8. An observational study in diabetics
assesses the role of an increased plasma
fibrinogen level on the risk of cardiac events.
130 diabetic patients are followed for 5 years
to assess the development of acute coronary
syndrome. In the group of 60 patients with a
normal baseline plasma fibrinogen level, 20
develop acute coronary syndrome and 40 do
not. In the group of ?,O patients with a high
baseline plasma fibrinogen level, 40 develop
acute coronary syndrome and 30 do not.
Which of the following is the best estimate of
relative risk in patients with a high baseline
plasma fibrinogen level compared to patients
with a normal baseline plasma fibrinogen level?
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a) (40/30)/(20/40). 106 If the trial from question 9 stated OR 9.5
b) (40*40)/(20*30) 9)5-;)1(:' CL‘;—OF65<Oh 1. \I\:}ha'(c:lwould It meag.o ,

* * a) The odds of death in the drug arm are 50%
9 (40770)/(20°60). less than in the placebo arm with the true
d) (40/70)/(20/60). population effect between 60% and 40%. This

result was statistically significant.

9. A trial comparing a drug to placebo stated b) The odds of death in the dru 50%
. g arm are 50%
OR0.595%Cl 04-0.6. What woulditmean?  |gss than in the placebo arm with the true

a) The odds of death in the drug arm are 50%  population effect between 60% and 40%. This
less than in the placebo arm with the true result was not statistically significant.

population effect between 20% and 80%. ©) The odds of death in the drug arm are 50%

b) The odds of death in the drug arm are 50% less than in the placebo arm with the true
léss than in the placebo arm with the true Population effect between 60% and 40%. This

population effect between 60% and 40%. result was equivocal.

© The odds of death in the SuperStatin arm are

0% less than in the placebo arm with the true
population effect between 60% and up to 10%
worse.
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Chapter 20

Confounding

Learning objectives for this chapter

A. Define confounding and distinguish it from bias and
chance error.

B. Explain the three key properties of a confounder.

C. Diagram the relationship of a confounder with exposure
and outcome.

D. Understand that there are methods to adjust for
confounding.

E. Understand the Simpson’s Paradox and apply it to clinical
practice.

Confounding is an important concept in Epidemiology because
if present, it can cause an over- or under- estimate of the
observed association between an exposure and an outcome.
The distortion introduced by a confounding factor can be large, and
it can even change the apparent direction of an effect. However, it
can be adjusted for in the statistical analysis.

What is Confounding?

Confounding can be defined as the distortion of the association
between an exposure and a health outcome caused by an
extraneous, third variable called “confounder”.

This confounder is associated with both the factor of interest and
the outcome, and affects the variables under study. A graphical
model of confounders is shown in Figure 20.1.

Confounding may be present in any study design (i.e., cohort,
case-control, observational, ecological), primari?y because it's
not a result of the study design. ?‘|owever, of all study designs,
ecological studies are the most susceptible to confounding.

Confounding variables
are variables that are not
central to your study but

which may be responsible
for the effect that you are
interested in.
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Exposure » | Outcome

Independent
risk factor
for the outcome

Associated with
the exposure

Confounder

Not intermediate between
exposure and outcome

Figure 20.1. Confounder model.

Conditions Necessary for Confounding

There are three conditions that must be present for a variable to
behave as a confounder.

1. The confounding factor must be associated with both the
risk factor of interest and the outcome.

2.The confounding factor must be distributed unequally
among the groups being compared.

3.A confounder cannot be an intermediary step in the
causal pathway from the exposure of interest to the outcome
of interest.

Let's understand this conditions by analyzing the following example:

It is known that modest alcohol consumption is associated with
a decreased risk of coronary heart disease, and it is believed
that one of the mechanisms by which alcohol causes a reduced
risk is by raising HDL levels, the so called ‘good cholesterol.”
Higher levels of HDL are known to be associated with a reduced
risk of heart disease. Consequently, it is believed that modest
alcohol consumption raises HDL levels, and this in turn, reduces
coronary heart disease. In a situation like this HDL levels are not
confounder of the association between alcohol and heart disease,
becauseitispart of the mechanism by which alcohol produces this
beneficial effect. If increased HDL is a consequence of alcohol
consumption and part of the mechanism by which it lowers the
risk of heart disease, then it is not a confounder.



Another example to understand confounders can be:

If we examine the impact of smoking on the incidence of lung
cancer, a variable such as exposure to asbestos dust confounds
the relation between smoking and cancer. Exposure to asbestos
dust and smoking are associated, i.e. there are proportionally
more persons exposed to asbestos in the smoking group than
in the non-smoking group. In addition, inhaling asbestos dust is
a strong cause of cancer of the pleura. Cancer is the outcome
variable in this example, smoking a potential cause, and exposure
to asbestos a confounder.

Variables that Can Be Confounders

Not surprisingly, since most diseases have multiple contributing
causes é':;sk factors), there are many possible confounders.

» A confounder can be another risk factor for the disease.

— For example, in a hypothetical cohort study testing the
association between exercise and heart disease, age is a
confounder because it is a risk factor for heart disease.

» A confounder can also be a preventive factor for the
disease.

— If people who exercised regularly were more likely to take
aspirin, and aspirin reduces the risk of heart disease, then
aspirin use would be a confounding factor that would tend to
exaggerate the benefit of exercise.

» A confounder can also be a surrogate or a marker for some
other cause of disease.

— For example, socioeconomic status may be a confounder
in the example of alcohol consumption and risk of coronary
disease because lower socioeconomic status is a marker for
a complex set of poorly understood factors that seem to
carry a higher risk of heart disease.

Controlling Confounders

There are several ways to modify a study design to actively exclude
or control confounding variables. The most representative ones
include:

» Randomization: The random assignment of study subjects
into groups breaks any links between exposure and confounders.

— This reduces potential for confounding by generatin
groups that are fairly comparable with respect to known an
unknown confounding variables.
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» Restriction: Eliminates variation in the confounder by
selecting only subjectswith the same predisposed characteristics
(the same age or same sex), eliminating confounders by those
characteristics.

» Matching: Selection of a comparison group with respect to
the distribution of one or more potential confounders (e.g., if
age and sex are the matching variables, then a 45 year old male
case is matched to a male control with same age).

Eliminating Confounders

To control for confounding in the statistical analysis, investigators
should measure the confounders in the study. Researchers
usually do this by collecting data on all known, previously
identified confounders.

Once in the analysis stage of the study, there are two options to
deal with confounders:

» Stratification: Fix the level of the confounders and creates
groups within which the confounder does not vary. Then evaluate
the exposure-outcome association within each stratum of the
confounder.

» Multivariate models: Handle large numbers confounders
simultaneously.

— This can be achieved with a Logistic ReEression, a Linear
Regression, or an Analysis of Covariance (ANCOVA).

Simpson’s Paradox

The Simpson's Paradox may arise if there is (at least) one
confounding variable that l?nlas not been accounted for. The
best way to understand this phenomenon is applying it into an
example.

Consider the following scenario to understand the Simpson's
paradox:

Suppose the st grade students of two medical schools named
Alpha and Beta participated in a national standard Neuroanatomy
test. We want to compare the average scores of both schools.
Assume we are told tEat the average scores of both male and
female in Beta school are higher than those in Alpha school.

What can we say about the overall average score in those schools?

Is it true that the Beta School gets a higher average score than the
Alpha School?



Table 20.1. Average Scores of Male and Female Students in Alpha
and Beta Schools

Gender
School Male Female
n Average n Average
Alpha 80 84 20 80
Beta 20 85 80 81

The answer seems to be affirmative and intuitive. To be more
specific, the average scores of male and female students in each
school are presented in Table 20.1. It is obvious that both male
and female students in Beta School have higher average scores.
However, simple calculation shows that the overall average scores
in both schools are 83.2 and 81.8, respectively. Alpha School won
on the average score! Why is this example so counterintuitive?
Is there anything wrong here? Is the average score a reasonable
measure oFythe performance of studentsin a school?

Generally speaking, the Simpson's paradox states that the
conditional relation does not imply marginal relation, and
vice versa. The effect of Simpson’s paradox has been way beyond
the statistical community. In fact, the Simpson’s paradox is very
prevalent in many areas, from natural science, to social sciences,
and even philosophy.

It can be concluded that it is an inherent property of data from
observational studies.

Key Terms
Define the following terms.

Confounder Matching
Confounder control Multivariate models

Confounding Randomization
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In an observational
study, individuals are
observed or certain
outcomes are measured.
No attempt is made to
affect the outcome.

Restriction
Simpson's paradox
Stratification
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Active Learning Section

Consolidate the knowledge you acquired in this Chapter through the following exercises.

1. Get together with some classmates and
discuss the following:

« Does birth order affect the risk of Down'’s
syndrome?

* Identify the possible confounders.

2. If age was a suspected confounder of the
relationship between exercise and pulse, how
might you adjust for thisfactorin your analysis?

3. List the conditions that a variable must
meet in order to recognize it as a confounder.

4. List the most representative methods to
control confounding variables.

5. Multiple choice questions.

1. A confounder is:

a) A factor associated with the outcome, but
not associated with the exposure.

b) A factor associated with the outcome and
associated with the exposure and on the causal
pathway between exposure and outcome.

© A factor not associated with the outcome,
but associated with the exposure.

d) A factor associated with the outcome and
associated with the exposure, but not on the
causal pathway.

2. The NMMAPS was a systematic
investigation of the dependence of daily
hospitalization and mortality counts on ambient
articulate matter (PM) and other air pollutants.
he NMMAPS database includes mortality,
weather and air pollution data for the largest
90 cities in the USA for 1987 through 2000.
Morbidity data was also available for 14
cities that had daily PM10 measurements.

Daily = data on  mortality,  weather,
and air  pollution  were  obtained
from publicly available data sources.

In NMMAPS, a confounding factor is:
a) Smoking.
b) Weather patterns.

©) Afactor that varies on short time scale and is
associated with daily mortality.

d) Influenza epidemics.

3. Simpson's Paradox occurs when:

a) No baseline risk is given, so it is not know
whether or not a high relative risk has practical
importance.

b) A confounding variable rather than the
explanatory variable is responsible for a change
in the response variable.

© The direction of the relationship between
two variables changes when the categories of
a confounding variable are taken into account.

d) The results of a test are statistically
significant but are really due to chance.

4. A study done by the Center for Academic
Integrity at Rutgers University surveyed 2116
students at 21 colleges and universities. Some
of the schools had an “honor code” and others
did not. Of the students at schools with an
honor code, 7% reported having plagiarized a
paper via the Internet, while at schools with
no honor code, 13% did so. Although the data
provided are not sufficient to carry out a chi-
square test of the relationship between whether
or not a school has an honor code and whether
or not a student would plagiarize a paper via
the Internet, suppose such a test were to show
a statistically significant relationship on the
basis of this study. What would be the correct
conclusion?

a) Because this is an observational study, it
can be concluded that implementing an honor
code at a college or university will reduce the
risk of plagiarism.



b) Because this is a randomized experiment, it
can be concluded that implementing an honor
code at a college or university will reduce the
risk of plagiarism.

©) Because this is an observational study and
confounding variables are likely, it cannot be
concluded that implementing an honor code
at a college or university will reduce the risk of
plagiarism.

d) Because this is a randomized experiment
and confounding variables are likely, it cannot
be concluded that implementing an honor
code at a college or university wil? reduce the
risk of plagiarism.
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5. Why are confounding variables such a
problem in research?

a) They are difficult for participants to give
responses to.

b) They make questionnaires too long for
participants to complete.

©) They lead to high attrition rates for studies.

d) They make it difficult to draw conclusions
about the relationships between the main
variables in the study.
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Chapter 1

Attributable Risk

Learning objectives for this chapter
A. Define the concept of attributable risk.

B. Calculate and interpret the attributable risk in an exposed
group.
C. Calculate andinterpret the population attributable risk.

D. Describe how attributable risk is used to estimate the
potential for intervention.

E. Understand and interpret the concept of number needed
to treat (NNT) and how itis calculated.

Attributable Risk (AR) is a measure of the proportion of the
disease occurrence that can be attributed to a certain exposure.
Furthermore, it can correspond to different things:

» The portion of disease rate thatis attributable to the exposure
factor in the epidemiological context.

» The portion of correct diagnosis rate attributable to a positive
predictive result (e.g. lab test) in the clinical context.

» The portion of beneficial outcome rate attributable to a
treatment.

One might determine the proportion of all cases of an outcome

in the total population that could be attributed to the exposure

to a risk factor. This is called the Population Attributable Risk

g?AR . When expressed as a percent, it is called the Population
ttributable Risk Percent.

Both AR and PAR are mathematical or algebraic assessments of
statistical association, but they do not provide any information
on causal relationship (see Appendix B. Bradford Hill's Criteria
for Causality).

Attributable risk helps
you determine how much
of an outcome may be
attributable to a particular
risk factor in a population
exposed to that factor

Calculating the population
attributable risk percent
allows you to determine

what percent of an
outcome could possibly be
prevented if arisk factor
were to be removed from
the population.
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How to Calculate an Attributable Risk

Remember that, when conducting a risk analysis, epidemiologists
begin by constructing a 2x2 table as illustrated in Table 19.2, where
“a” represents those in the exposed population who experienced
the outcome of interest and “b” those in the exposed population
who did not experience that outcome. In this case, tEe risk of
exposure is expressed as “a/a+b”. Conversely the risk for those

not exposed to the risk factor would be “c/c+d”.

To calculate the AR, you simply subtract the risk for the non-
exposed group (p2) from the risk for the exposed group (p!) with
the following formula:

Attributable risk (AR) = p1 — p2

How to Calculate a Population Attributable
is

PAR depends not only on the excess risk imposed by the exposure,
but also on the share of the total population that is exposed. Two
formulas can be used to calculate the PAR:

PAR =p0 - p2
Or:
PAR = (p1 - p2) xnl/N
Where:

» pO = the proportion of ALL cases with the outcome of
interest(@a + c/a+b +c+d).

> plj = the proportion of cases with the outcome of interest
WITH the exposure to the risk factor (a / a + b).

» p|_2 = the proportion of cases with the outcome of interest
WITHOUT the exposure to the risk factor (c / ¢ + d).

» N = the total number of cases(@ +b + ¢ + d).

» nl=the number of cases exposed to the risk factor (a + b).

PAR is a measure of the magnitude of a given problem from a
Public Health point of view, e.g., the proportion of lung cancers
that can be attributed to smoking:

» If the prevalence of smoking is set to 50%, or 0.5 of the
population, and the relative risk of lung canceris set at 10, this

will give us a PAR of 0.82.



How to Interpret an AR?

Based on the previous example on lung cancer and smoking, an
AR of 0.82 implies that 82% of all lung cancer in the population
can be attributed to smoking.

AR can be used to determine the potential impact of prevention
or health promotion if the prevalence of the exposure is reduced.

Another example

Table 21.1 summarizes the results of a study population by Iso H,
et al. of 41782 men aged 40-79 years living in 45 communities
?ggoss Japan from 1988 to 1990 and followed through the end of

The incidence rate per 100,000 person-years of cardiovascular
disease among current smokers is 399 and among non-current
smokers is 35%; overall the rate is 379. The rate ratio (risk ratio) is
1122, meaning that male current smokers are 1122 times (or 12.2%)
more likely than nonsmokers to develop cardiovascular disease.

» Attributable risk: Calculated as the difference in attack
rates (le — lo).

— In this case, the AR is 43.6 per 100.000. That is, the
excess occurrence of cardiovascular disease amon§ male
smokers that can be attributed to their smoking is 43.6 per

100,000.
» Attributable risk percent: Calculated with le and lo.
— In this case, the AR percent is 10.9% [(1.122 — 1)/1122 «

'IOO:!. That is, if smoking causes cardiovascular disease,
nearly 109% of cardiovascular disease in males who
currently smoke is attributable to their smoking.

» Population attributable risk: Calculated by substracting
the person-time rate in the unexposed group from the person-
time rate in the total population.

— In this case, if current smoking were eliminated from the
Eopulation, the cardiovascular disease incidence rate could

e expected to drop by 23 per 100,000.

Table 21.1. Total Cardiovascular Disease Based on Smoking Status

Cases Controls Person-Years
Current smoker 882 = 220965
Nonsmoker 673 = 189,254

Total 1555 - 410,219
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The Number Needed to
Treat (NNT) is the number
of patients you need

to treat to prevent one
additional bad outcome
(death, stroke, etc.)

» PoFuIation attributable risk percent: In this example, it is

6.2% [(379 - 356)/379 = 100.

— This means that, if smoking were eliminated from the
population, a 6.2% decrease in the incidence rate of
cardiovascular disease could be expected.

Number Needed to Treat (NNT)

The NNT concept allows us to attach concrete numbers to
concepts of relative risk (RR) and AR (or risk difference). NNT is
an absolute effect measure which is interpreted as the number
of patients needed to be treated with one therapy versus
another for one patient to encounter an additional outcome
of interest within a defined period of time.

The calculation of NNT is founded on the cumulative incidence
of the outcome per number of patients followed over a given
period of time, being classically calculated by inverting absolute
risk reduction (ARRP %also called risk difference [RD]) between two
treatment options. It can be done with the following formula:

NNT =1/ARR

The resulting value of the NNT is specific to a single comparison
between two treatment options within a single study, rather than an
isolated absolute measure of clinical effect of a single intervention.

The calculation of NNT should be based upon the use of methods
that align with the characteristics of a given study, such as the
researcﬁ design and the type of variable (e.g., binary, time to event,
or continuoug used to express the outcome of interest.

How to Interpret a NNT?

Once again, it will be easier to understand this concept if we use
an example.

Suppose that the RRmightbe 2 for each of two different diseases.

» For disease A, the AR might be O, so that NNT would be
1701=10.

» For disease B, the AR might be 0.001, so that NNT would
be 170.001=1000.

For disease A, we would need to treat 10 patients for one to
benefit. On the other hand, for disease B we would need to treat
1000 patients for one to benefit.



Key Terms
Define the following terms.

Absolute risk reduction
Attributable risk

Active Learning Section

Attributable risk percent
Number needed to treat
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Population attributable risk

Population attributable risk
percent

Consolidate the knowledge you acquired in this Chapter through the following exercises.

1. Get together with some classmates and
discuss the following:

« Is population attributable risk relevantin a
public health context?

2. The serious potential burden of iatrogenic
disease t:ausedp by hormone replacement
therapy (HT) use is shown by research
indicating that the population attributable
risk of breast cancer due to HT likely ranges
between 10 to at least 20 per cent, which
translates to an excess burden of breast cancer
cases in the past decade.

o Discuss with some classmates how
ignoring health inequities can lead to invalid
epidemiological findings and harm the
public’s health.

3. State the differences between relative and
attributable risks.

4. True or false: Attributable risk provide
information to infer causality.

5. In a wound infection study, the incidence in
the exposed group was 5.3 per 100. Of this,
4 per 100 could Ee attributed to having had
the incidental appendectomy (the other 1.3

er 100 was the “inherent risk” of the staging
aparotomy).

» What percentage of the wound infections
in the group that had the incidental
appendectomy could be attributed to having

had the appendectomy?

6. In 1995 Moore conducted a study to
assess the effectiveness of the triple therapyin
Helicobacter pylori treatment, in comparison
to Histamine antagonist. Two outcomes were
proposed: (1) eradication of Helicobacter
pylori after 6-10 weeks of treatment; (2) ulcers
remaining cured at 1 year after 6-10 weeks of
treatment. Two NNTs were identified: 1.1 and
1.8, corresponding respectively to outcome (1)
and (2).

e Discuss with some classmates: How
would the NNT would change if the outcome
(2) is not ulcers-remaining-cured-at-1-year
but ulcers-remaining-cured-at-2-years:

7. A total of 360 patients participated in
a randomized controlled trial designed to
compare the effectiveness of drug X in
reducing deaths with a placebo. Out of 120
patients in the treatment group, 12 patients
died within three years. Out of 240 patients
in the control group, 48 patients died within
three years.

» What is the number needed to treat to
prevent 1 death?
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Chapter 22

Likelihood Ratios

Learning objectives for this chapter
A. Definelikelihood ratio (LR).

B. Calculate both the positive and negative LR for a diagnostic
test.

C. Interpret what the LR representsin a clinical scenario.

D. Learn about the Fa§an Nomogram as a tool to determine
a patients probability of having disease based on a test result.

E. Understand the concept of diagnostic thresholds and
apply it to clinical practice.

Despite their usefulness in interpretation of clinical findings,
laboratory tests, and imaging studies, Likelihood Ratios (LR) are
less used. Based on that, we will try to make LR both simple and

clinically relevant, trying to enhance your familiarity with and use
of LR.

LR constitute one of the best ways to measure and express
diagnostic accuracy. LR is the likelihood that a given test
result would be expected in a patient with the target disorder
compared to the likelihood that the same result would be
expected in a patient without the target disorder.

LR can be obtained by dividing the probability of a finding in
patients with disease divided by the probability of the same finding
in patients without disease.

» For example, among patients with abdominal distension who
undergo ultrasonography, the physical sign ‘bulging flanks” is
present in 80% of patients with confirmed ascites and in 40%
without ascites ii.e., the distension is from fat or gas). The LR
for "bulging flanks” in detecting ascites, therefore, is 2.0.

The implications are clear: ill people should be much more likely
to have an abnormal test result than healthy individuals.

Furthermore, LR measures the power of a test to change the pre-
test into the post-test probability of a disease being present
(more on this in the following chapter).

Asits name implies, LR is
the likelihood of a given
test result in a person with a
disease compared with the
likelihood of this resultin a
person without the disease.
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Another way to calculate LRs can also be calculated from a 2 x 2 table, as shown in Figure

tgheenéi‘f,ty/@,Spec,ﬁcity) 221. Let's learn how to do so by analyzing the following example:

Su pose you are in charge of 15 people who are sick. 12 of these
(8(5) 6) have a true-positive test for the disease. On the other
hand, you also have 85 patients who are healthy, but 5 of those
(6%) have a false-positive test.

» The LRfora positive testis simply theratio of both percentages
(80%/6%), which is13.

— Stated in another way, people with the disease are 13
times more likely to have a positive test than are those who
are healthy.

- Tgﬁs is called the positive likelihood ratio (abbreviated
LR+

» The LR for a negative test (called negative likelihood ratio
or LR-) is calculated similarly. Three of 15 sick people (20%)
have a false-negative test, whereas 80 of 85 healthy individuals
(94%) have a true-negative test.

— So LR~ is the ratio of these percentages (20%/94%),
which is 0.2. Thus, a negative test is a fifth as likely in
someone who is sick than in a well person.

Disease
Present Absent
Positive b a+b
Test
Negative c d c+d
a+tc b+d
LR+ =
5(6%
080/0.06 =13 @5 17
ey 83
0.20/0.94 =02 3(20%) 80 (94%)

15(100%)  85(100%)

Figure 22.1. 2x2 table used to calculate LR (top), 2x2 table with the
example of how to calculate LR (bottom).



As you could infer from the last example, the LR of a positive
test tells us how well a positive test result does by comparing its
performance when the disease is present with when the disease is
absent.

On the other hand, the LR of a negative test tells us how well a
negative test result does by comparing its performance when the
disease is absent with when the disease is present.

Fagan Nomogram

The Fagan nomogram (Figure 22.2) is a convenient tool that
shows how a test that has a known LR can change the pre-test
probability.

» In this nomogram, a straight line drawn from a patient’s pre-
test probability of disease (which is estimated from experience,
local data or published literature) through the LR for the test
result that may be used, will point to the post-test probability
of disease.
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Figure 22.2. The Fagan nomogram.
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The best test to use for
ruling in (accepting) a
disease is the one with the
largest likelihood ratio of a
positive test.

The best test to rule out
(discard) a disease is

the one with the smaller
likelihood ratio of a negative
test.

The Fagan nomogramis
rarely accessible at the
bedside, and is seldom

used. Butkeep itinmind

ustin case you need this
information in an upcoming
evaluation



Sensitivity, Bridaeto

and
Specificity
Sensitivity: the ability of
a screening test to detect
a tue positive, reflecting
a tests ability to correctly
identify all people who
have a condition.

Specificity: the ability of
a screening test to detect
a frue negative, reflecting
a tests ability to correctly
identify all people who do
not have a condition.
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Interpretation of LR

YYVY 1hetrisa way to incorporate the sensitivity and specificity of a

test into a single measure, but is independent of the prevalence of
the disease in the population.

LR is a ratio of likelihoods (or probabilities) for a given test. The
firstis the probability that a given test result occurs among people
with disease. The second is the probability that the same test
result occurs among people without disease. The ratio of both
probabilities (or Iikeliioodsg is the LR.

» A LR greater than 1increases the probability that the disease
of interest is present, and the higher the LR, the greater increase
in probability.

» A LR less than 1 decreases the probability of the target
disorder, and the smaller the LR, the greater the decrease in
probability.

How Much do LRs Change Disease Likelihood?

LRs of different sizes have different clinical implications:
The further the LR is from 1.0, the greater its effect on the
probability of disease. This can be summarized in Table 22.1.

For example, a LR greater than 10 or less than O] generates
large and often conclusive changes from pre-test to post-test
probability. On the other hand, LRs of 1to 2 and 0.5 to 1 alter
probability to a small (and rarely important) degree.

Calculating LR for Tests With Two Outcomes

The simple 2x2 tables in Figure 22.1 shows how to calculate LR for
test with two outcomes.

Table 22.1. How Much do LRs Change Disease Likelihood?
LR greater than 10 or less than 0.1 Cause large changes
LRs 5-10 or 0.1-0.2
LRs 2-5 or 0.2-0.5
LRs less than 2 or greater than 0.5 Cause tiny little changes

Cause moderate changes

Cause small changes

LRs =10 Cause no change at all



Salculating LR for Tests With Multiple

utcomes

The calculation of this kind of LR is similar to the calculation for
dichotomous outcomes.

In this case, a separate LR is calculated for every level of test
result. Again, lets better understand this with an example:

Table 22.2 summarizes white-blood-cell counts for 59 patients
with appendicitis and 145 patients without the diagnosis. To
calculate the LR for a count of 7xI0% cells per L, 2% is the
numerator (those with appendicitis) and 21% the denominator
%hose without appendicitis); the likelihood ratio is 2%/21%, or O.1.

his same calculation is done for every level of white-blood-cell
count; for the highest values, the ca(culation cannot be done
because the denominator is zero. Likelihood ratios vary from O.1
to infinity, with a trend towards higher ratios with higher white-
blood-cell counts.

An Useful Mnemonic

Regrettably, nomograms and computers are usually not available
at the bedside. Hence, a mnemonic suggested by McGee for
simplifying the use of LRs has strong appeal. He notes that:

» For pre-test probabilities between 10-90% (the usual
situation), the change in probability from a test or clinical finding
is approximated by a constant.

Table 22.2. Likelihood Ratios for White-blood-cell Count in Diagnosing
Appendicitis

Sl L appendicitis appendicitis ~ %without appendicitis
<7 x10° 12%) 30(21%) 2/21
7-9 x10° 9(15%) 42 (29%) 15/29
9-11x10° 4(7%) 35(24%) 7/24
11-13 x10° 22(37%) 19(13%) 37/13
13-15x10° 6(10%) 9(6%) 10/6
15-17 x10° 8(14%) 7(5%) /5
1719 x10° 4 (7%) 3(2%) 7/2
219 x10° 5(8%) 0 8/0

Total 50(100%) 145(100%

n (%) with n (%) without % with appendicitis/
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Table 22.3. Likelihood Ratios and Bedside Estimates

LRs between O and 1reduce the Approximate change in
probability of disease probability (%)
01 -45
0.2 -30
03 -25
04 -20
05 -15
1.0 0
LRs greater than 1increase the Approximate change in
probability of disease probability (%)
2 +15
g +20
4 +25
5 +30
6 +35
7
8 +40
9
10 +45

» As clinician, you need to remember only three benchmark
likelihood ratios: 2, 5, and 10 gTabIe 22.3), which correspond
to the first three multiples of 15%:

— A LR of 2 increases the probability by about 15%.
— A LR of Sincreases the probability by about 30%.
— A LR of 10 increases the probability by about 45%.

For example, with a pre-test probability of 40% and a LR of 2, the
post-test probability is 40% + 15% = 55% (quite close to the 57%
when calculated by formula).

For LR less than 1, the rule works in the opposite direction.
» The reciprocal of 2is 0.5; that of 5is 0.2, and that of 10is O1.

1—59 LR of 0.5 would reduce the pre-test probability by about
0.

- e\ LR of O1would reduce the pre-test probability by about
45%.



Diagnostic Thresholds

Diagnostic tests should only be used when they will modify
our planned management. If a clinician’s pre-test probability
of a disease securely rules in or out a diagnosis, further testing
is unwarranted. More testing should be considered only in the
murky middle zone of clinical uncertainty (Figure 22.3‘

The location of the decision thresholds (A and B) along the continuum
of diagnostic certainty needs to be determined before testing is
done and must be tailored to the specific patient in question.

Based on Figure 22.3, probabilities lower than point A effectively
exclude the diagnosis in question.

» Hence, point A becomes the testing threshold: Pre-test
Frobabilities greater than